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Preface

Atomic jets and molecular outflows from Young Stellar Objects (YSOs) are
among the most spectacular of astrophysical phenomena. Approaching this
topic, one gets immediately trapped by the breathtaking beauty of the opti-
cal images taken from Earth or Space with modern telescopes, only to discover
soon after that the physics that regulates their properties is even more intrigu-
ing. Outflows are believed to play a fundamental role in the formation process
of a new star and its planets, as they could be the principal agent for the
removal of the excess angular momentum from the star-disk system. Their
generation mechanism, still poorly understood, involves a complex interplay
of gravity, turbulence, and magnetic forces, while their propagation into the
surrounding medium affects through the action of shocks and ionizing fronts
the way the parent cloud evolves, and hence the future generations of young
stars. A deep understanding of stellar jets is therefore fundamental to any
theory of Star Formation.

The motivation of the four-year JETSET (Jet Simulations, Experiments
and Theory) Marie Curie Research Training Network is to build an inter-
disciplinary European research community focused on the study of jets from
young stars. The network’s scientific goals focus on understanding (1) the driv-
ing mechanisms of jets around young stars; (2) the cooling-heating processes,
instabilities, and shock structures in stellar and laboratory jets; and (3) the
impact of jets on energy balance and star formation in the galactic medium.
Central to these overall goals are the series of JETSET schools dedicated to
the training of our young researchers in key jet topics.

The second JETSET school “Jets from Young Stars: High Angular Re-
soution Observations”, was held at Marciana Marina, Elba Island, Italy, in
September 2006. The school focused on the current techniques for observing
jets, outflows, and circumstellar disks at High Angular Resolution and on the
procedures used in making an initial analysis of the data. This book collects
the lectures presented there. Although YSO jets can span several parsecs,
many of their properties, related to important and as yet unclear aspects of
their nature, are defined on distances of tens of AU or less. This is the case



VI Preface

for example, of the cooling regions behind the internal shocks, where their
emission is generated, or the zone close to the star and the accretion disk
where jets are accelerated and collimated. Thus, to test models of their gener-
ation and propagation, even for the nearest star formation region, jets must be
observed on sub-arcsecond scales. In the recent past new High Angular Res-
olution tools, such as, for example, observations using Adaptive Optics have
allowed astronomers to begin to probe the smallest scales. Moreover, through
the application of dedicated diagnostic techniques, the physical conditions in
key regions of the jet could be determined for the first time. This has helped
enormously to constrain models. The aim of this school was, therefore, to
provide the attendees with a background in modern High Angular Resolution
observational astrophysics, illustrating how top-quality results are obtained
for the environment of YSO jets.

The structure of the book sees first a general introduction to stellar jets
and their emission properties, followed by a detailed description of various
observational instruments and techniques that allow the investgation of the
jet phenomenon at high angular resolution. The first contribution consists
of a comprehensive description of general jet properties and of the role of
jets in star formation by Suzan Edwards. Pat Hartigan then summarizes the
physics needed to interpret the spectra of stellar jets and gives a historical re-
view of the techniques of spectral analysis. Simone Esposito and Enrico Pinna
then describe the basic principles of Adaptive Optics (AO) and illustrate its
use in existing telescopes. The realm of Infra-red observations and diagnos-
tic analyses of stellar jets is then the topic of the contribution by Brunella
Nisini, who also mentions a few observations obtained with AO. The latter
are then discussed in the contribution by Catherine Dougados, who presents
the full potentiality of ground observations with AO, in both the infrared and
Optical wavelength ranges. Next, one finds a description of the technique of
spectro-astrometry by Emma Whelan and Paulo Garcia. This novel technique
allows one to obtain very accurate positional information, down to a few mil-
liarcseconds, from seeing-limited spectral data. The domain of applicability
of spectroastrometry, its limits, and a few recent results are described in this
contribution. The topic of observations from Space that in the past few years
have led to impressive advancements in the description of jet phenomena is
covered in the contribution by Francesca Bacciotti, Mark McCaughrean and
Tom Ray. They describe the current facilities and the most recent results ob-
tained, as well as the opportunities that will be offered by the next generation
of space observatories.

Salvatore Orlando and Fabio Favata then illustrate the realm of X-ray ob-
servations of stellar jets. The new space intruments working in this wavelength
range provide a much higher angular resolution than previous attempts, thus
allowing us to compare the X-ray emission with optical features and to identify
the source of high energy radiation. The next four lectures deal with Interfer-
ometry, that, to date, sets the ultimate frontier for our abililty to reach small
scales in observations of jets and disks. First, Neal Jackson reviews the basic
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principles of this complex technique, making it simple and plain with plenty
of practical examples and explanations. Second, Henrik Beuther describes the
opportunity offered by interferometry in the millimeter wavelength range and
illustrates the results obtained for wide molecular outflows and collimated
molecular jets. The two contributions by Fabien Malbet, Eric Tatulli, and G.
Duvert then deal with the new instrumentation offered to conduct interfer-
ometric studies in the Infra-red, and in particular illustrate the Very Large
Telescope Interferometer facility, together with first results and software pack-
ages. Finally, in the last lecture of this book, Leonardo Testi shows how the
application of several different high angular resolution techniques to the study
of protoplanetary disks allow one to constrain their structure and to derive
the physical properties of their dust component.

The editors would like to thank all the lecturers for their excellent pre-
sentations, including Antonella Natta, as well as Felipe Pires and Malcolm
Walmsley, whose lectures covered aspects of skill development in scientific re-
search that are not treated in this book. We are also thankful to all school
participants who created a very enjoyable atmosphere on the Island. We would
like to especially acknowledge the huge amount of work done by Emanuela
Masini, who coordinated the efforts of the local organising committe, and bril-
liantly solved all the organizational difficulties. We also acknowledge Fabrizio
Massi, Andrea Fornari, and Deirdre Coffey, who helped us on different prac-
tical aspects of this school. Many thanks also to Eileen Flood, who helped
Emanuela at the registration desk all over the week. Finally, our hearthful
thanks go to the Heavens, for having arranged a spectacular Moon eclipse
right during the conference dinner.

INAF-Osservatorio Astrofisico di Arcetri Francesca Bacciotti
Dublin Institute for Advanced Studies Emma Whelan
NAF-Osservatorio Astrofisico di Arcetri Leonardo Testi

February, 2007
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Stellar Jets: Clues to the Process of Star
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Abstract. An overview of the evidence for an accretion/outflow connection in
young stars is presented. Although it is likely that accretion-powered winds play
an important role in the angular momentum evolution of forming stars and proto-
planetary disks, how this happens is not evident.

Observations of the innermost regions of jets and winds are examined in the
light of expectations from current models for MHD wind launching.

The evidence suggests that accretion powered winds are likely launched both
radially from the star and via a magneto-rotational disk wind.

1 Introduction

The focus of the JETSET series is on the past, present, and future study of jets
from young stars. We are on the threshold of implementing new technologies
that will enable significant improvements in angular resolution that promise
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4 S. Edwards

to revolutionize the study of these jets, sharpening our determination of their
collimation, kinematics, and excitation and improving our understanding of
their origin. It is the purpose of this second JETSET school to attune you
to the possibilities that arise from observing stellar jets with high angular
resolution. As the introductory speaker, my task is to set the stage for this
topic and to remind you of why we study jets.

Collimated outflow in jets and the presence of accretion disks appear to
be inseparable phenomena. Although we are not yet certain where or how jets
originate in accretion disk systems, we have reason to believe they may play a
role in mass and angular momentum transport in the disk [23], in stellar spin-
down [24], in heating the disk atmosphere [25], in hastening disk dissipation
[31], and in disrupting infalling material from the collapsing molecular cloud
core [43]. The study of stellar jets, thus, has ramifications for the entire field
of star and planet formation!

In my talk on the beautiful island of Elba, I highlighted some pivotal mo-
ments in the study of jets since the initial discovery of their bright bow shocks
in the mid-twentieth century by G. Herbig and G. Haro. These included (1)
the recognition in 1975 that the emission line ratios of Herbig–Haro nebulae
required formation in shocks, postulated by R. Schwartz to derive from strong
stellar winds of young T Tauri stars [40]; (2) the discovery in the early 1980s
that mass ejection from young stars has a bipolar morphology, manifested
by both shock-excited nebulae propagating outward from the star [17, 29]
and extended lobes of expanding molecular gas [42]; and [3] the concurrent
recognition that HH nebulae are the working surfaces of shocks arising in col-
limated jets of outflowing material where kinetic energy is thermalized and
shock velocities are much smaller than actual space velocities [36]. Since there
are numerous reviews of jets in the literature [2, 35, 36], as well as in other
contributions to the JETSET school, I will skip the rest of the historical back-
ground and the overview of the most recent multiwavelength observations of
jets and concentrate here on issues directly related to the accretion/outflow
connection and jet launching mechanisms.

2 Probing the Accretion/Outflow Connection

Periodically, it is healthy to revisit the assumptions behind the widespread ac-
ceptance of a symbiotic relation between accretion and outflow and to consider
ways of improving the precision in determining the efficiency of the ejection
process, defined by the ratio of the rate of mass ejection to the rate of disk
accretion: Ṁeject/Ṁacc. While observations of the full mass range of young
stars suggest correlations between outflow and accretion, the underpinnings
of this interpretation are provided by the young low mass T Tauri stars (TTS)
with small enough extinctions to be optically visible Class II sources. An early
suggestion of a connection between outflow and accretion for TTS was a cor-
relation between the luminosity of blueshifted forbidden lines and the excess
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infrared luminosity [9]. Today the blueshifted forbidden lines are still con-
sidered a prime outflow diagnostic, understood to arise in spatially extended
bipolar microjets [18, 27, 30]. However, we now know that the infrared excess
merely indicates the presence of an optically thick disk but does not directly
elucidate its accretion status, since passive reprocessing of stellar radiation by
the disk, which may have sizeable flaring or other geometric effects including
infalling “envelopes,” will also contribute significantly to the infrared excess
luminosity [12, 13].

The conclusive demonstration of an accretion–outflow relation for TTS
was a correlation between forbidden line luminosities with accretion luminosi-
ties derived from the optical/ultraviolet emission in excess of photospheric
radiation [27]. This emission, known as “veiling,” is likely generated in accre-
tion shocks as material is delivered from the disk to the star, presumably via
magnetic channelling [5, 6, 26]. Additional evidence that the presence of disk
accretion is always accompanied by collimated outflows is furthered by the
“weak” TTS, which lack both detectable veiling and forbidden line emission,
demonstrating that when there is no accretion of material onto the stellar
surface, there is also no outflow.

The evidence for an accretion/outflow connection in the more embedded
Class I and Class 0 sources, which cover a wider range of evolutionary states
and masses than the TTS, is less firmly grounded. Collimated outflows from
these sources are quite dramatic, with spatial extents large enough to resolve
considerable structure in high velocity jets in both atomic and molecular gas
and to clarify that they are surrounded by slower moving lobes of swept-up
molecular gas [7]. Outflow diagnostics such as CO momentum fluxes or H2 line
luminosities provide robust tracers of the outflow kinematics and energetics,
which in turn are well correlated with the source bolometric luminosity span-
ning up to 5 orders of magnitude [14, 38]. While these correlations suggest
that the accretion/outflow relation seen in the TTS is also operating here,
the bolometric luminosity does not differentiate between photospheric and
disk/envelope contributions. Thus, neither can the claim that an accretion
disk is present usually be directly verified nor can reliable assessments of disk
accretion rates be made. Two directions are being pursued to extend accre-
tion diagnostics beyond the TTS range. One relies on estimating accretion
rates from the luminosities of near infrared lines thought to arise in magneto-
spheric accretion flows, which have been calibrated against accretion rates for
TTS [13] and the other is an acquiring sufficiently deep optical observations
of embedded sources for veiling excesses to be determined in the traditional
way [45]. For the majority of Class I and Class 0 sources, however, we rely
on correlations of outflow diagnostics with bolometric luminosity, which only
provide indirect evidence that collimated outflows are powered by accretion
over the full range of mass and evolutionary status of young stellar objects.

A crucial diagnostic at the heart of the accretion/outflow connection is the
ratio Ṁeject/Ṁacc [23]. Even for well-studied TTS in a restricted range of mass
and evolutionary state, the ejection/accretion ratio is not well constrained.
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When the luminosity from accretion onto the star can be separated from
other contributors to the spectral energy distribution, disk accretion rates are
probably more reliably known than mass outflow rates. This is inferred from
the excellent match between accretion shock models and the observed veiling
shortward of 0.5 μ [11], although even then the accretion luminosities are
likely underestimated [20, 45]. Uncertainties in mass ejection rates may be as
much as an order of magnitude, hampered by difficulties in assessing ionization
fractions and filling factors in the shocked gas traced by forbidden lines. New
approaches for diagnosing these quantities in jets promise to improve the
precision of mass ejection rates, as discussed elsewhere in this volume (articles
by Hartigan and Nisini).

Another important consideration in determining the ratio of Ṁeject/Ṁacc

is to use simultaneous diagnostics of outflow and accretion. The best estimate
to date is probably from Hartigan et al. [27], with mass accretion rates revised
upward following Gullbring et al. [26], yielding Ṁeject/Ṁacc of 0.1–0.01 (with
sizeable scatter) for accreting TTS. Similar techniques have been applied to
Taurus Class I sources by White and Hillenbrand who instead found a ratio
∼0.9! Since the masses, ages, and mass accretion rates of their sample were
similar to those of Class II sources, they suspect a bias in deriving forbidden
line luminosities from highly extinct edge-on sources that leads to uncomfort-
ably large estimates of ejection efficiency ratios [1, 45]. This problem requires
much more attention in order to improve the precision of Ṁeject/Ṁacc, so that
we can assess whether it is the same for all systems, or whether its value de-
pends on the evolutionary state of the disk, mass of the star, or other factors.

3 Assessing Wind Launch Mechanisms

Accretion powered outflows are thought to be launched via magnetohydrody-
namic processes that depend on a large-scale open magnetic field anchored to
a rotating object with collimation provided by the toroidal component focus-
ing the flow toward the rotation axis (“hoop stress”) [23]. Three basic steady
state MHD ejection scenarios are under consideration, all of which tap energy
from a combination of accretion, rotation, and magnetic fields [24]: disk winds
emanating over an extended range of disk radii [32], disk winds restricted to
a narrow “x” region near the disk truncation radius [41], and stellar winds
channeled along field lines emerging radially from the star [37, 39].

3.1 Jet Structure Inside 100AU

Observational tests that can discriminate among these models require infor-
mation on the smallest possible spatial scales in order to probe the structure,
excitation and kinematics of the jet close to its source. Current capabilities,
using HST or AO on 8-m ground-based telescopes provide spatial resolution
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on the order of 10s of AU for the nearest star formation regions. Combin-
ing this capability with techniques such as [18, 44] or reconstructing velocity
channel maps from multiple long slit spectra [3] is yielding new information
on the collimation and kinematics of jets within 100AU of the exciting star
(see also [28, 33, 34]). Some important new insights include (also see chapter
by Dougados) the following.

The onset of collimation: A progressive increase in jet width with distance
from the exciting star is inferred in two TTS microjets, where at distances
from 15 to 50AU the FWHM increases from 10 to 30AU, corresponding to
an opening angle of ∼20◦ [18]. At somewhat larger distances (50–200 AU), jet
widths in a handful of stars appear to be stable, maintaining FWHM ∼30AU,
corresponding to opening angles < 5◦ [35]. While the data is still sparse, it
suggests that the act of collimating a wider flow into a jet occurs around
50AU.

Structure in the Poloidal Velocity Field: The fastest moving gas in the jet
is narrowly confined to the jet axis and is sheathed by slower moving, less
extended emission [3]. Although such behavior is compatible with a single
extended disk wind where launch velocities decrease with increasing launch
radii along the disk, in some objects the two flows appear kinematically dis-
tinct when scrutinized with spectroastrometric techniques applied to long slit
spectra with high velocity resolution, suggesting there may be two flows with
separate origins [38, 39].

Structure in the Toroidal Velocity Field: Velocity shifts perpendicular to
the jet axis have been recorded in a few jets within the first few hundred
AU of the exciting source [3, 8]. The shifts can be interpreted as rotation in
the azimuthal velocity field of the outer, slower moving jet gas [3, 16, 46],
which would imply origin in a disk wind carrying at least 2/3 of the disk
angular momentum with footpoints in the disk originating from radial extents
of 0.5 to 5AU [46]. However, in at least one case, a resolved TTS disk is
rotating in the opposite sense of the inferred jet rotation [9], suggesting that
alternate interpretations of the transverse velocity shifts, such as jet precession
or axisymmetric instabilities [15], need to be given close consideration.

The above results based on high angular resolution data are certainly tan-
talizing but must be considered preliminary. Major progress can be made sim-
ply by significantly increasing the number of observed microjets with current
techniques, thus clarifying the robustness of the phenomena. A complication
that needs to be accounted for in interpreting these high angular resolution
observations is that jet-forbidden emission is typically confined to shocks in
multiple working surfaces that appear as knots with large proper motions.
Timescales for the appearance of new knots are only a few years, which can
complicate comparison of data taken at different epochs [18, 38]. In the coming
decade, the advent of improved angular and velocity resolution with 8-m in-
terferometers and the James Webb Space Telescope (see chapter by Bacciotti,
McCaughren and Ray) are likely to resolve the basic questions of where wind
collimation into a jet occurs, whether jets include two distinct poloidal flows,
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and whether their rotation indicates they are a primary source of angular
momentum loss in the disk.

3.2 The Inner 0.1AU

Despite the promise of significant gains in angular resolution from 8-m in-
terferometers and JWST, the crucial region inside 0.1AU, where the highest
velocity winds are launched, will remain out of reach except via deciphering
line profiles taken at high spectral resolution. This region, including the very
inner disk, the star-disk interface, and the star itself, is heavily influenced
by the stellar magnetosphere, which truncates the inner disk and controls
the accretion flow onto the star. It is probed via permitted atomic emission
lines from the infrared through to the ultraviolet that span a wide range of
ionization states. The line profiles, typically with strong and broad emission
sometimes accompanied by redshifted absorption below the continuum and/or
narrow centered emission components, are usually attributed to formations in
magnetospheric funnel flows and accretion shocks on the stellar surface [6, 22],
although evidence is growing that there may be a significant contribution from
a wind to the broad emission of hydrogen and helium [1, 4, 44]. Definitive evi-
dence for inner winds comes from blueshifted absorption, which until recently
was only seen superposed on the broad emission lines of Hα, Na D, Ca (II)
H&K, and Mg (II) H&K. While these blueshifted features have been known
for decades to signify the presence of a high velocity wind close to the star,
they yield little information on the nature or location of the wind-launching
region [10].

A surprising new diagnostic of the inner wind region in accreting stars is
He I λ10830, which can show remarkable P Cygni profiles, with blueshifted ab-
sorption deeply penetrating the continuum, in both accreting TTS and Class
I sources [19, 21]. The extraordinary potential for He I λ10830 to appear in
absorption derives from the high opacity of its metastable lower level (2s3S),
∼21 eV above the singlet ground state, which becomes significantly popu-
lated relative to other excited levels owing to its weak de-excitation rate via
collisions to singlet states. In a recent survey of classical T Tauri stars, He
I λ10830 profiles show subcontinuum blueshifted absorption in ∼70% of the
stars, in striking contrast to Hα where only ∼10% of accreting TTS have blue
absorption penetrating the continuum [20]. There is no question that the inner
wind illuminated by He I λ10830 derives from accretion, since it is not seen
in the weak, non-accreting TTS, and the strength of the combined absorption
and emission correlates with the veiling at 1 μ. There is, however, quite a di-
versity in the morphology of the He I λ10830 blue absorption feature among a
sample of accreting TTS that span a wide range of disk accretion rates. Blue
absorptions can range from remarkable breadth and depth, where 90% of the
1 μ continuum is absorbed over a velocity interval of 300–400km/s, to narrow
absorption with only modest blueshifts, as illustrated in Fig. 1.
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Fig. 1. Illustration of the extremes of blueshifted absorption shown in He I λ10830
profiles of accreting TTS. The upper row shows P Cygni-like profiles with deep and
broad blue absorption and the lower row shows examples of narrow blue absorption
[20]. The latter profiles also show red absorption from magnetospheric accretion
columns. Simultaneous 1 μ veiling, rY, is identified for each star

The He I λ10830 profiles offer a unique probe of the geometry of the
inner wind. The profile morphology is sensitive to outflow geometry because
it is formed under conditions resembling resonance scattering, with only one
exit allowed from the upper level and a metastable lower level. Thus it will
form an absorption feature via simple scattering of the 1 μ continuum under
most conditions. Additionally, helium lines are restricted to form in a region
of either high excitation or close proximity to a source of ionizing radiation,
which is likely to be within the crucial 0.1AU of the star where the inner wind
is launched.

A recent study takes advantage of these sensitivities to model helium pro-
file formation for two inner wind geometries, a disk wind and a wind emerging
radially from the star, using Monte Carlo scattering calculations [21]. Profiles
were computed under the assumptions of pure scattering and also with the
additional presence of in situ emission. Comparison with the observed He
I λ10830 profiles of accreting TTS suggests the subcontinuum blue absorption
is characteristic of inner disk winds in ∼30% of the stars and of stellar winds
in ∼40%. The He I λ10830 emission components, however, seem to arise only
via in situ emission in stellar winds and/or scattering in stellar winds and
magnetospheric accretion funnels, suggesting that the prevalence of stellar
winds may be higher than indicated by the morphology of the blue absorp-
tion feature. Remarkably, blue absorption suggesting strong stellar winds is
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found more frequently among stars with the highest disk accretion rates and
well-developed microjets, while blue absorption suggesting inner disk winds is
more frequently found in stars with lower accretion rates. Furthermore, simul-
taneous redshifted absorption at He I λ10830 from magnetospheric accretion
flows is rarely seen among the stars with stellar wind profiles but is common
among those with lower disk accretion rates and profiles suggesting disk winds
(see Fig. 1). A possible explanation for this behavior is a readjustment of the
interaction between the stellar magnetosphere and the inner disk depending
on the disk accretion rate. Whatever the cause, it appears that conditions for
driving significant winds radially outward from the star are enhanced when
disk accretion rates are high. What is still unknown is how much this accretion
powered stellar wind contributes to the overall mass ejection flux emerging in
the jet or to angular momentum loss from the accreting star.

3.3 Now What?

At present, all three of the basic steady-state wind ejection mechanisms (ex-
tended disk wind, x-wind, stellar wind) are still viable and evidence is mount-
ing that more than one mass ejection process may contribute to the overall
poloidal velocity field in the jet. The actual situation is likely more compli-
cated, as the interaction of a rotating stellar magnetosphere with a disk mag-
netosphere will lead to non-steady state phenomena, where transient magnetic
reconnection events may drive mass loss similar to that found from, for ex-
ample, coronal mass ejections [24]. Despite the apparent complexity of the
problem, it is clear that the basic accretion/ejection process is very robust,
as attested to by the plethora of extended collimated jets seen via H2 in the
4.5 μ IRAC band with the Spitzer telescope in such very young star forma-
tion regions as NGC 1333 currently being investigated by R. Gutermuth and
J. Walawender. At this point observational constraints are lagging behind
theoretical ideas, but it is likely that well-conceived observational programs
carried out with improved high angular resolution cababilities will finally solve
the mystery of how jets derive from accretion disk systems.

4 The Future

In the spirit of a talk for young astronomers who will one day assume leader-
ship in the study of jets, let me leave you with the following questions which
I hope you will have fun finding answers to!

• How/where are jets launched in accretion disk systems? Is there more than
one source of mass outflow? Does Ṁeject/Ṁacc vary with the accretion rate
of the disk, with the evolutionary state of the protostar or with the mass
of the protostar?
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• How much angular momentum do jets carry? Is this angular momentum
being removed from the disk, the star, or both?

• Do MHD disk winds enable disk accretion or are they a by-product? What
is their effect on the evolution of the accretion disk and the process of
planet formation?

• What transpires in an accretion disk system to produce the well-documented
semi-periodic discontinuities in mass ejection events on time-
scales ranging from years to millenia?

• How do close binaries affect jet formation and the evolution of accretion
disks?
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resolving the outflow engine: An observational perspective. In: Reipurth, B.,
Jewitt, D., Keil, K. (eds.) PPV. University of Arizona Press, Tucson, astro-
ph/0605597 (2006), p. 231–244 4, 7

36. Reipurth, B., Bally, J.: Herbig–Haro flows: Probes of early stellar evolution.
Ann. Rev. Astron. Astrophys. 39, 403 (2001) 4

37. von Rekowski, B., Brandenburg, A.: Solar coronal heating by magnetic cancel-
lation. Astron. Nachr. 327, 53 (2005) 6

38. Richer, J.S., Shepherd, D.S., Cabrit, S., Bachiller, R., Churchwell, E. Molecular
Outflows from Young Stellar Objects In: Mannings, V., Boss, A.P., Russell, S.S.
(eds.) Protostars and Planets IV, p. 867. University of Arizona Press, Tucson
(2000) 5, 7

39. Romanova, M.M., Ustyuogva, G.V., Koldoba, A.V., Lovelace, R.V.: Propeller-
driven outflows and disk oscillations. Astrophys. J. 635, L165 (2005) 6, 7

40. Schwartz, R.: T Tauri nebulae and Herbig–Haro nebulae – Evidence for exci-
tation by a strong stellar wind. Astrophys. J. 195, 631 (1975) 4

41. Shu, F., Najita, J., Ostriker, E., Wilkin, F., Ruden, S., Lizano, S.: Magneto-
centrifugally driven flows from young stars and disks. 1: A generalized model.
Astrophys. J. 429, 781 (1994) 6

42. Snell, R., Loren, R., Plambeck, R.: Observations of CO in L1551 – Evidence
for stellar wind driven shocks. Astrophys. J. 239, L17 (1980) 4

43. Terebey, S., Shu, F.H., Cassen, P.: The collapse of the cores of slowly rotating
isothermal clouds. Astrophys. J. 286, 529 (1984) 4

44. Whelan, E.T., Ray, T.P., Davis, C.J.: Paschen beta emission as a tracer of
outflow activity from T-Tauri stars, as compared to optical forbidden emission.
Astron. Astrophys. 417, 247 (2004) 7, 8

45. White, R.J., Hillenbrand, L.A.: On the Evolutionary Status of Class I Stars and
Herbig–Haro energy sources in Taurus-Auriga. Astrophys. J. 616, 998 (2004) 5, 6

46. Woitas, J., Bacciotti, F., Ray, T.P., Marconi, A., Coffey, D., Eislöffel, J.: Jet ro-
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Abstract. This article summarizes the physics needed to interpret spectra of stellar
jets, reviews the history of analysis techniques applied to these objects, discusses
some recent results, and considers the prospects for future research in this area.

1 Introduction

Over fifty years have passed, since Herbig [26] first published spectra of two
bright nebulous emission line sources located in the star formation region
NGC 1999. The objects that we now know as the prototype Herbig–Haro
objects HH 1 and HH 2 had also appeared as emission line sources in an
Hα prism survey of the region by Haro [15]. Unlike other emission line neb-
ulae known at the time (such as H II regions), no blue stars existed nearby
that might ionize these nebulae. Moreover, as Herbig noted in his paper, the
emission-line spectra were quite peculiar: forbidden emission lines from low
ionization species such as [S II] and [O I] were unusually strong, and yet high
ionization lines of [O III] and [Ne III] were also present.

In the years that followed Herbig’s paper, Herbig–Haro (HH) objects have
played an increasingly pivotal role in clarifying how stars form. We now know
that HH objects represent regions of shocked gas in collimated supersonic
jets which emerge along the rotation axes of accretion disks. The existence
of supersonic outflowing gas from a source where material is supposed to
be accreting onto the central object is at first glance quite surprising, and
the ubiquity of the phenomenon suggests that jets are an essential aspect of
the star-formation process. Because jets are spatially resolved and show clear
proper motions, emission-line images immediately reveal something about the
kinematics of the flows, which in turn helps to constrain models of jets and
accretion disks.

However, if we wish to understand the internal dynamics of jets and ob-
tain a deeper appreciation of how these flows connect with their disks, we
must consider the processes that heat the jet, and we must measure physical
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conditions along the outflow, such as the temperature, density, ionization frac-
tion, magnetic fields, and internal velocities. In many ways, HH objects are
particularly well suited for such analyses because they emit at least a dozen
bright emission lines, all of which are optically thin. Hence, the emitted light
escapes freely, and there are no complex radiative transfer issues to consider
as there are, for example, in emission line spectra of accretion disks around
young stars.

This review consists of three parts. In the next section, I summarize the
basic atomic physics that underlies the analysis of emission lines in stellar
jets. The techniques are similar to those employed to study other emission
nebulae such as H II regions and planetary nebulae, but the relatively low
ionization, high densities, and inhomogeneous conditions present behind shock
waves in jets pose some unique challenges in the interpretation of the data. In
Sect. 3, I present an overview of the history of the analysis of line ratios in HH
objects. Extracting physical information from the spectra of HH objects began
soon after their discovery and continues to this day, with analysis methods
steadily improving. There is a great deal to learn about how science is done
by understanding how the incremental advances from different groups have
contributed to our present knowledge. In Sect. 4, I review some new results
just accepted for publication that deal with magnetic field strengths along
jets, and with heating and cooling within 100 AU of the source.

2 Atomic Physics of Stellar Jets

2.1 Observations of Electron Temperature and Electron Density

Connection of Observed Line Fluxes with Level Populations
in Atoms

Before we consider the physical processes at work in stellar jets, we should
first have some idea as to what we actually observe when we see emission lines
from an extended object. Emission lines in stellar jets occur because an atom
transitions from an excited bound state to a lower energy bound state. When
we speak of an atom in an excited state we really mean that a bound electron
in that atom is in a level above the ground state. The atom may come to the
excited state in many ways. For example, if the atom is initially in its ground
state, a free electron can collide with it and in the process transfer some of
the kinetic energy of the collision to the bound electron within the atom,
raising the atom to an excited state. Alternatively, if the atom was already in
a higher excited state, the collision may de-excite the atom to a lower excited
state. Other processes may also leave the atom in an excited state, such as
absorbing a photon when the atom is in a lower state, recombining from a
higher ionization state, or even as a consequence of charge exchange with
another atom.
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Regardless of the physical process that leaves the atom in the excited state,
if we know the density of atoms in that state we can calculate the amount of
light that emerges from a volume of such atoms. In what follows, let us define
level 1 as the lower level and level 2 as the upper level. Let n1 and n2 refer to
the number density of atoms (cm−3) in levels 1 and 2, respectively. Then for
a parcel of gas with a number density n2, the rate of photons emitted from a
1 cm3 volume is simply n2A21, where A21 is the Einstein A-coefficient for the
transition (units s−1). Hence, if we define the volume emission coefficient of
the transition j21 to be the energy per unit volume, per second, per steradian
in the emission line coming from the gas, then

j21 =
n2A21hν21

4π
, (1)

where the units on j21 are erg cm−3s−1str−1.
The general equation of radiative transfer is

dI

dl
= −κI + j, (2)

where I is the intensity, dl the path length along the line of sight, κ the opacity,
and j the volume emission coefficient. Equation 2 is basically a definition of
what one means by a volume emission coefficient and opacity. Because the
densities are low enough in stellar jets for the gas to be transparent in the
considered emission lines (optically thin), we can take κ equal to zero. Hence,
to obtain the intensity of the emission line, we simply integrate the volume
emission coefficient along the line of sight,

I21 =
∫
j21dl. (3)

Intensities are independent of distance to the observer. Hence, at the tele-
scope, if a pixel on a CCD subtends a solid angle Ω, then the rate R21 of
emission line photons stored per second as electrons on the CCD is given by

R21 =
I21
hν

ΩAf, (4)

where A is the area of the telescope’s aperture, and f is an efficiency factor that
takes into account light losses in the Earth’s atmosphere, telescope optics, and
detector. Hence, from an observational point of view, the critical parameter
is the number density n2 of atoms in the upper state. Emission-line ratios are
even simpler, depending only on the relative populations of the upper levels
responsible for each line and on the ratio of the Einstein A-values. Once we
determine n2 for all levels of interest, the connection to the observations is
immediate and the analysis is done.
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Statistical Equilibrium

A key realization in the analysis of line emission is that the level populations
of atoms in a parcel of gas are in statistical equilibrium, that is, that the rate
that these levels are populated equals the rate that they are depopulated.
There is a distinct difference between statistical equilibrium and local ther-
modynamic equilibrium (LTE). In LTE, the levels are populated according to
the Boltzmann equation

n2

n1
=
g2
g1

e−hν12/kT , (5)

whereas in statistical equilibrium, low density gases like those found in stellar
jets and in the interstellar medium are mostly in the ground state.

Balancing the rates in and out of the upper state for a 2-level atom where
collisional excitation, de-excitation, and radiative decay are the dominant pro-
cesses, we have

n1neC12 = n2A21 + n2neC21, (6)

where ne is the electron density, and C12 and C21 are the rate coefficients for
collisional excitation and de-excitation, respectively. Units on rate coefficients
are cm3s−1. Whenever particles of type A interact with those of type B, the
rate of the reaction per unit volume is simply nAnBCAB cm−3s−1. For the
simple case where A are point-like particles fixed in space and B are particles
that move in one direction with a velocity v and cross section σ, CAB = σv.
Thus, it is helpful to think of a rate coefficient as simply the product of a
cross-sectional area and an impact velocity. If we know how the cross-section
varies with velocity, then it is possible to integrate over arbitrary velocity
distributions such as occuring in a thermal gas to obtain an average rate
coefficient for the reaction.

We can define a critical density to be nC when the two terms on the
right-hand side of (6) are equal

nC = A21/C21. (7)

Notice that the critical density refers to the number density of electrons,
not to the number density of the atoms that are the targets for the collisions.
In a gas that has the same temperatures of ions, neutrals, and electrons,
all the particles have the same av erage kinetic energy, so the electrons will
have larger average velocities by a factor of (matom/me)1/2. For this reason,
collisions between ions and electrons occur at a much higher rate than those
between ions and neutrals, the latter being usually negligible unless the gas
is almost entirely neutral.

As an aside, it is possible for electrons and ions to have different tempera-
tures. When electrons and ions encounter a shock wave with velocity vS, some
fraction of the incident kinetic energy (m/2)v2

S for each particle is converted
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to thermal energy kT . Because ions are heavier, their postshock temperatures
are correspondingly higher. Differences between ion and electron temperatures
gradually equilibrate behind the shock, a process followed by all modern shock
codes. The effect on line emission can be important, for example in supernova
shells [28].

Single Ion Analysis: High and Low Density Limits, ne and Te

Equation 6 naturally separates densities into two regimes, depending on the
electron density. In the low density limit (LDL), ne << nC and collisional de-
excitation is unimportant. In this limit, every collisional excitation from the
ground state to the upper state is followed by radiative decay and the emission
of a photon. Alternatively, in the high density limit (HDL), ne >> nC, so
most collisional excitations are followed by collisional de-excitations. In this
case, the collisional de-excitations ‘quench’ excitations that would otherwise
produce photons. As far as the dynamics of the gas is concerned, energy is
only lost from the system (i.e., the gas cools) when photons escape the gas.
Collisional excitations followed by collisional de-excitations do not cool the
gas because the net effect is simply to transfer energy from one free electron
(the one doing the excitation) to another free electron (the one doing the
de-excitation).

We would like to determine which emission line ratios are useful for mea-
suring temperature, electron density, and so on. Consider Fig. 1, which shows
two hypothetical three-level atoms A and B. Levels 2 and 3 in atom A have
nearly the same excitation relative to ground, so the frequencies of the 2-1 and
3-1 transitions are nearly identical. From (1, 2, 3, and 6), the ratio of the line
intensities I31/I21 in the LDL simply equals C13/C12, the ratio that collisions
from the ground populate these levels. This result makes sense, because in the
LDL, all collisional excitations produce a photon when the atom decays back
to its ground state. As we shall see below, for closely spaced energy levels,
the ratio C13/C12 equals the ratio of collision strengths Ω13/Ω12 between the
respective levels. Collision strengths are independent of the electron density
and usually nearly independent of the temperature, so the ratio of the line
intensities is a fixed number in the LDL.

Fig. 1. Energy levels for two hypothetical atoms. The lower, intermediate, and
upper levels are defined as levels 1, 2, and 3, respectively for both atoms
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In the HDL, the intensity ratio I31/I21 approaches a different value,
(C13/C12)× (A21/A31). Thus, the line ratio I31/I21 changes from one asymp-
totic value at low densities to a different value at high densities. When the
value for the electron density lies between the LDL and HDL, the observed
ratio provides an estimate of the electron density. The observed ratio gives an
upper limit for the density when the gas is in the LDL and a lower limit when
the gas is in the HDL.

In atom B, levels 2 and 3 are at quite different energies, E2 and E3 respec-
tively, above ground. In this case, the ratio of the collision rate coefficients
C13/C12 equals Ω13/Ω12 × exp(–(E3–E2)/kT ), so there is now also a temper-
ature dependence to the ratio. This result reflects the fact that more electrons
have sufficient energy to excite the atom from the ground level to level 2 than
are available to excite from the ground to level 3. In the HDL, the temperature
dependence remains, with the values modified by the factor A21/A31 as for
atom A. Hence, the emission line ratio I31/I21 depends on both the electron
density and on the temperature. Hence, the ratio of two line fluxes from an
ion specifies a fixed curve in (ne,Te) space.

Another type of line ratio is one where the transitions share a common
upper level, such as I32/I31. From (1 and 3), we see that this ratio simply
equals A32ν32/A31ν31. From a diagnostic standpoint, this ratio would seem
to be useless, as it is fixed regardless of the conditions in the plasma. There
are, however, some uses for this type of line ratio. First, the ratio is a good
check of the instrumental flux calibration when the emission lines are close in
wavelength (i.e., the ground state is split; e.g. [N II] λ6583/[N II] λ6548). In
cases like Atom B in Fig. 1, where ν31 >> ν32, one can use the observed line
ratio to estimate the reddening (e.g. [S II] 1.03 μm/[S II] λ4070, see Brugel
et al. [5]). Alternatively, if one knows the reddening, it is possible to determine
the ratio of the Einstein-A values of the transitions experimentally[48], which
can then be used in other objects to find the reddening [34, 37].

In rare cases, line ratios from the same upper level may deviate from the
ratio of the A-values when one of the transitions is permitted and goes to
the ground level [23]. In these so-called resonance lines, the opacity (κ in (2))
becomes large enough for some of the photons to be absorbed by other atoms
along the line of sight, which subsequently scatter the photons in a direction
away from the observer, lowering their fluxes. This process only occurs with
permitted lines, typically at ultraviolet wavelengths.

Multiple Ion Analysis: Ionization Fractions and Abundances

The analysis we have described thus far applies only to emission lines that
originate from a single ion. Density and temperature dependencies of line ra-
tios between different ions follow the same general guidelines described above,
except that an observed line ratio is no longer just a function of the electron
temperature and density but now also depends on the total abundance of each
ionic species. If the same element is used (e.g. [N I] λ5200/[N II] λ6583), then
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the ratio depends only on the ionization fraction of that element, while line
ratios that mix elements (e.g. [O I] λ6300/[S II] λ6731) also depend upon the
ratios of the abundances of these elements.

To translate an observed electron density to a total density we need to
know the ionization fraction of hydrogen, which is the dominant element.
Fortunately, ionization fractions of N and O are tied closely to that of H
through charge exchange (see below and Sect. 3), so one can usually obtain
the ionization fraction of H in this manner.

Magnetic fields are particularly difficult to measure in stellar jets because
the emission lines do not display any Zeeman splitting. It is possible to infer
something about field strengths by studying shock waves. We will return to
this issue in Sect. 4.

2.2 Physical Processes

Deriving the atomic physics relevant for studies of diffuse nebular gas is be-
yond the scope of this paper. However, it is useful to summarize the main
results that come out of quantum mechanical studies of atoms, because this
physics underlies the entire analysis of emission lines. In this section, I provide
such an outline, which is not intended to be a step-by-step derivation of all the
physics. However, I have tried, wherever feasible, to not simply quote results
but instead highlight intermediate steps in the analysis so that the interested
student may look for these in physics texts on the subject. There are several
good references on atomic physics and line spectroscopy (e.g. [4, 43]).

Compilations of collision strengths, energy levels, A-values, charge ex-
change cross sections, photoionization cross sections, and photoexcitation
cross sections for emission lines of interest exist in the literature [30]. The
historical application of these processes to HH research is covered in Sect. 3.

Photoionization

Photoionization processes usually do not dominate the ionization balance
within stellar jets. Unlike massive stars, T Tauri stars have relatively cool
photospheres and do not emit substantial amounts of ionizing radiation. Some
ionizing radiation does occur from hotspots where material falls onto the star,
but this radiation is usually absorbed by the surrounding medium before it
can propagate significantly into the jet. Ionization events do occur in stellar
jets close to the source, but these do not appear to be caused by photoion-
ization (see Sect. 4). However, photoionization is an important process in the
cooling zones of shock waves, where, for example, Lyman continuum photons
propagate both upstream and downstream of the shock front. These photons
may either ionize preshock gas or re-ionize postshock gas.

The physics of photoionization comes down to calculating the photoioniza-
tion cross section for the atom of interest as a function of frequency. Photoion-
ization cross sections are zero up to an energy threshhold, where they jump
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to a peak value a0 (cm2) and then decline as the frequency increases. Above
the threshhold, the photoionization cross section declines as ν−α, where α∼3
for H. Values for a0 and α are tabulated in several references [36].

To describe photoionization quantitatively, note that in the presence of a
magnetic field the momentum operator p becomes p + eA/c, where A is the
magnetic vector potential. We can represent the effect the photon has on the
Hamiltonian by using

A = A0 cos(k · r − ωt) = A0
ei(k·r−ωt) + e−i(k·r−ωt)

2
, (8)

where A0 is a constant. The momentum (p + eA/c) enters into the Hamil-
tonian as a squared term, the photon may also interact with the atom via a
μS ·B term, where μS is the magnetic moment of the atom for spin S. Ig-
noring this spin term for the moment, and discarding the usually negligible
e2A2/c2 term that arises from squaring the momentum, we obtain an expres-
sion for the interaction terms Hint in the Hamiltonian that represent how the
radiation affects the state of the atom,

Hint =
e

2mc
(p · A + A · p) . (9)

When, as in this case, the Hamiltonian can be written as the sum of
an unperturbed component H0 and a perturbation Hint, one can use the
perturbation theory to determine how an atom in an inital state |φ1〉 evolves
with time. If the energy eigenstates of the atom are |φn > and the atom is in
state 1 at t = 0, then the wavefunction at time t is

|ψ(t) >=
∑

n

|φn >< φn|ψ(t) >. (10)

Define cn(t) = < φn|ψ(t) >. Then the probability that the atom will be
in state 2 at time t is given by

|< φ2|ψ(t) >|2 = |c2(t)|2 . (11)

To determine c2(t) we must perturb the Hamiltonian for some time interval
T with an electromagnetic wave like that of (8). The result, which is not too
difficult to show (e.g. [4]), is

c2(t) =
1
i�

∫ t

0

eiω12 t′H21(t′)dt′, (12)

where

H21 = 〈φ2|Hint|φ1〉 (13)

is the matrix element between the initial and final states. In this case, the
initial state ‘1’ is a bound level, while the final state ‘2’ is unbound, so φ2 is
a continuum state (sine wave) that represents the free electron.
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The result of this exercise for H-like wavefunctions is that the cross section
aν (units are cm2; the ν refers to a cross section at a particular frequency) is

aν =
64π4me10Z4

33/2ch6n5

gν

ν3
, (14)

where n is the initial level (equals 1 for ionization from the ground state), and
gν is a Gaunt factor ∼1 which varies slowly with frequency. Hence, aν∼ν−3, as
noted above. The above expression for aν appears complicated, but the cross
section at the threshold for ionization from level 1 simplifies to a numerical
constant (64/3

√
3) times the fine structure constant e2/�c times πr20 , where

r0 is the Bohr radius.
There is an interesting physical reason why the photoionization cross sec-

tion drops as ν increases. The dominant term in the interaction Hamiltonian is
the electric dipole matrix element 〈φ2|er|φ1〉, which in position representation
is an integral that looks like

∫ ∫
φ∗2(r,Ω)erφ1(r,Ω)r2 dr dΩ. (15)

The integrand for the radial portion is a product of three functions, r3,
φ∗2(r,Ω), which is a sine wave, and φ1(r,Ω)∼re−r for the ground state 1s
wavefunction. Visualizing the product of these three functions, it is clear that
if φ∗2 oscillates slowly, then the integrand will retain the same sign over the
entire interval of r, where the product r4e−r differs significantly from zero.
However, when φ∗2 oscillates rapidly compared to the rest of the integrand,
then the integral tends to cancel and the final result is much lower. Hence, a
rapidly oscillating φ∗2, which corresponds to a highly energetic free electron and
therefore an energetic photon of large ν, leads to a smaller photoionization
cross section. For this reason the photoionization cross section drops with
frequency.

Photoexcitation and Pumping

Like photoionization, photoexcitation is a secondary process in stellar jets.
The only transitions affected by photoexcitation in a significant way are per-
mitted transitions, where the lower energy level is populated enough to make
the transition optically thick. In these so-called resonant lines, photons can be
scattered out of the beam and change the line ratios relative to non-resonant
lines. This phenomenon has been observed in ultraviolet resonance transitions
of [Fe II] in HH 47A with HST spectra [23].

Classically, one can calculate a photoexcitation cross section with a model
where the electron is tied to a spring that has some natural resonant fre-
quency ω0 and damping constant γ, and the electron is subject to a passing
electromagnetic wave of frequency ω. The oscillating electron, being acceler-
ated, emits light, and the ratio of the radiated power to the incident flux gives
the cross section at that frequency. Integrating over all frequencies, we find
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∫ ∞

0

aνdν =
πe2

mc
f cm2s−1, (16)

where the oscillator strength f equals unity in the classical approximation.
The quantum calculation is more involved but follows in an analogous

manner the one we outlined for photoionization in the previous section. As in
that case, we envision the atom starting out in an intial state |φ1 > and seek
to determine what the probability is that it will occupy the final state |φ2 >
after some time t under the influence of the electromagnetic perturbation.

Let us begin by taking the perturbation to be a single plane wave of
angular frequency ω represented by an oscillating vector potential as in (8).
Taking the electric field and the vector potential to be in the z-direction and
the magnetic field in the x-direction, the wave moves in the y-direction so
k · r= ky. Expanding the exponential term in (8),

eiky ∼1 + iky + · · ·∼1 (17)

we find that the matrix element

H21 = 〈φ2|Hint|φ1〉 =
eA(t)
c

< φ2|pz

m
|φ1 > . (18)

This is an operator equation, so one uses commutation relations between
pz, z, and the unperturbed Hamiltonian H0 to obtain

pz =
m

i�
(zH0 −H0z) . (19)

Substituting the expression for pz into the expression for H21 and using
H0|φ1 > = E1|φ1 > and H0|φ2 > = E2|φ2 > we get

H21(t) =
A(t)
ic�

(E1−E2) 〈φ2|ez|φ1〉 =
A(t)ω12

ic
〈φ2|ez|φ1〉 . (20)

Using (12) we obtain an expression for c2(t),

c2(t) =
−A0ω12

2�c
〈φ2|ez|φ1〉 I(t) , (21)

where

I(t) =
∫ t

0

ei(ω12+ω)t′ + ei(ω12−ω)t′dt′. (22)

The integral is easy to solve as

I(t) = i

[
1 + ei(ω12+ω)t

ω12 + ω
+

1 − ei(ω12−ω)t

ω12 − ω

]
. (23)

The first term in (23) is small compared to the second term when ω∼ω12.
Rewriting the second term as a sine,
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I(t) = −e
−i(ω12−ω)t

2

[
e

i(ω12−ω)t
2 − e

−i(ω12−ω)t
2

2i
(

ω12−ω
2

)
]
. (24)

Hence,

|c2(t)|2 =
A2

0ω
2
12

4�2c2
|〈φ2|ez|φ1〉|2

sin2
(

ω12−ω
2 t

)
(

ω12−ω
2

)2 . (25)

The function |c2(t)|2 represents the probability that the atom is in state
2 at time t under the influence of a single plane wave with angular frequency
ω. Equation 25 has a peak at ω=ω12, and the peak value increases as t2,
while the width of the peak scales as t−1. Integrating the function over all
frequencies yields a result proportional to time t. Hence a uniform distribu-
tion of electromagnetic waves across the entire absorption profile results in
a constant rate of excitation. For this reason, the rate of excitation must be
proportional to the specific mean intensity Jν (erg cm−2s−1str−1Hz−1). Using
contour integration in the complex plane, we find

∫ ∞

−∞

sin2
(

ω12−ω
2 t

)
(

ω12−ω
2

)2 dω = 2
∫ ∞

−∞

sin2 (xt)
x2

dx = 2πt. (26)

In real situations, there is not a single plane wave with a frequency ω
but rather an input spectrum with a range of frequencies. To solve this case,
consider a perturbation that begins at t=0 and extends to time t. With the
dipole approximation (17), the perturbation is defined by some electric field
E(t) = E0 sin(ωt), or equivalently A(t) = A0 cos(ωt), where

E = −1
c

∂A

∂t
, (27)

and

E0 = −ωA0

c
. (28)

Equation 12 has a term proportional to eiω12 tA(t) within the integrand.
Taking A(t)=0 outside the time interval for the pulse, we can extend the
limits to ±∞. The integral then becomes the Fourier transform Â of the
vector potential,

Â(ω) =
1
2π

∫ ∞

−∞
eiωtA(t)dt. (29)

Combining these results yields

|c2(t)|2 =
4π2ω2

12

�2c2
|〈φ2|ez|φ1〉|2

∣∣∣Â(ω)
∣∣∣2 . (30)
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For isotropic radiation,

|〈φ2|ez|φ1〉|2 =
|〈φ2|er|φ1〉|2

3
, (31)

so that

|c2(t)|2 =
4π2

3�2
|〈φ2|er|φ1〉|2

∣∣∣Ê(ω)
∣∣∣2 . (32)

Finally, we must relate Ê(ω) and the mean intensity Jν (erg cm−2s−1Hz−1

str−1). For isotropic radiation, the total energy flux F (erg cm−2s−1) in any
given direction is

∫ ∞

0

4πJωdω = F =
c

4πt

∫ t

0

E2(t′)dt′ =
∫ ∞

0

c
∣∣∣Ê(ω)

∣∣∣2
t

dω, (33)

so that

Jω =
c
∣∣∣Ê(ω)

∣∣∣2
4πt

, (34)

where we have used the fact that E(t’) = 0 except for 0<t’<t, Ê(ω) = Ê(−ω),
and Parseval’s theorem

∫ ∞

−∞
E2(t)dt = 2π

∫ ∞

−∞

∣∣∣Ê(ω)
∣∣∣2 dω. (35)

Using Jνdν = Jωdω with ω = 2πν we obtain

Jν =
c
∣∣∣Ê(ω)

∣∣∣2
2t

, (36)

and

|c2(t)|2 =
8π2Jνt

3�c
|〈φ2|er|φ1〉|2 . (37)

The Einstein B12 value is related to Jν and c2(t) through

d |c2(t)|2
dt

= JνB12 (38)

Hence,

B12 =
8π2

3�2c
|〈φ2|er|φ1〉|2 . (39)

The above analysis used the simplest possible expansion of the vector
potential in (8). Keeping higher order terms is warranted, if the electric dipole
moment matrix element in (8) is zero, in which case one must also include
the μS ·B term. Higher order terms in the expansion of (8) lead to electric
quadrupole and magnetic dipole transitions (see below).
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Radiative Decay

Radiative or spontaneous decay refers to a situation, where an atom in an
excited state emits a photon and decays to a lower energy state. We can use
the expression for B12 in (39) to find the Einstein A-value (units s−1). In
LTE, the mean intensity is the Planck function, and the ratio of the level
populations n2/n1 is given by (5). Statistical equilibrium implies

n2 (A21 +B21Jν) = n1B12Jν . (40)

Substituting the Planck function Bν for the mean intensity Jν , where

Bν =
2hν3

c2
(
ehν/kT −1

) (41)

we find

A21 =
2g1hν3

g2c2
B12 (42)

and

B21 =
g1
g2
B12. (43)

Using (39) for B12, we find

A21 =
64π4ν3

21g1
3g2hc3

|〈φ2|er|φ1〉|2 . (44)

Although the preceding equations were derived assuming LTE, they consist
of relationships between atomic parameters and so are valid outside LTE
as well. For example, the A-value simply represents the rate at which an
atom in level 2 will decay to level 1. This rate does not depend upon the
level populations of other atoms in the gas. Owing to the ν3 dependence,
A-values at infrared wavelengths are much lower than those in the optical
and ultraviolet. At ultraviolet wavelengths, A∼108 s−1, while that same line
in the far-infrared will have A∼0.1, even though it is still a permitted line.

The transitions described above have a nonzero electric dipole moment
matrix element and are called permitted lines. When this matrix element is
zero, there may be nonzero components to the electric quadrupole or magnetic
dipole moments that contribute to make the A-value nonzero. These emission
lines are called forbidden and are denoted with brackets (e.g. [N II] λ6583). At
optical wavelengths, the A-values of forbidden lines are typically a factor of 105

(magnetic dipole) to 108 (electric quadrupole) smaller than those of permitted
lines. Nevertheless, forbidden lines are extremely important for nebular gas
because they dominate the cooling at typical nebular temperatures of ∼104

K (1 eV). At these temperatures, transitions that would produce permitted
lines are a factor of ∼10 higher in energy than kT, making the permitted lines
very weak because the upper states are simply not populated.
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Emission lines between states with different spins are not allowed in the L-
S coupling approximation, but they do occur in nature. Such lines are known
as semiforbidden, or intersystem lines, and are denoted with a single bracket
(e.g. [C III λ1909). Semiforbidden transitions like [C III λ1909 are useful
because they have A-values intermediate between forbidden and permitted
lines, and so have high critical densities, but remain optically thin in many
cases. Selection rules for the various electric and magnetic multipole radiation
components are well documented in the literature [47].

Collisional Excitation

In collisional excitation, a free electron collides with an atom and raises the
atom to a higher energy state. The electron emerges from the collision as a
free particle with a corresponding lower kinetic energy. Quantum mechani-
cally, this is a scattering process with the incident electron represented as a
plane wave, while the exiting electron is a scattered spherical wave with some
scattering amplitude and phase shift. It is convenient to define the cross sec-
tion σ12 of such a reaction in terms of a collision strength Ω12, impact velocity
v, and statistical weight g1 of the lower level as

σ12 =
π�

2Ω12

m2v2g1
. (45)

Collision strengths are dimensionless, typically of order unity and have the
property that Ωij = Ωji.

The cross section will be zero for incident electron energies that are too low
to excite the transition. Often the behavior of the cross section can be quite
complex near the threshold excitation of the transition and may exhibit a
variety of resonances [6]. These resonances typically disappear when the cross
sections are integrated over a Maxwellian distribution of electron velocities, as
one encounters in a thermal plasma. When integrated over a Maxwellian, col-
lision strengths are nearly independent of the temperature for most collisions
of electrons and ions. Collisional cross sections between electrons and neutral
atoms typically vary with temperature roughly as Tα, with 0.5< α < 1.

The rate coefficient C12 is given by < σ12v >, where the brackets indicate
an average over the distribution of impact velocities. For a Maxwellian, the
equation for the rate coefficient becomes

C12 =
8.63 × 10−6Ω12

g1T
1/2
e

e−hν12/kTe cm3s−1 (46)

Owing to the complexity of resonances, the large number of energy levels,
and the need to include relativistic perturbations into the analysis, reliable
collision strengths are not always available for all transitions of interest, es-
pecially for heavier ions, such as Fe II and Fe III, though availability of these
quantities continues to improve gradually with time.



Measurement of Physical Conditions in Stellar Jets 29

Charge Exchange

An example of a charge exchange reaction is H++O→H+O+. Let the rate
coefficient of this reaction be κ1. The reaction may also proceed in the opposite
direction with rate coefficient κ2. In steady state, where NX indicates the
number density of species X ,

(NH+NO) κ1 = (NHNO+)κ2 (47)

During the collision, the atoms briefly form an unbound state of the
molecule OH+, which then decays to either H++O or to H+O+. The ion-
ization state of H is 13.60 eV and for O it is 13.62 eV. Hence, relative
to a ground state defined by neutral H+O, the state ‘1’ of H++O has an
excitation of E1 =13.60 eV, while state ‘2’ of H+O+ has an excitation of
E2 =13.62 eV.

In LTE, the ratio of the populations of states 1 and 2 are given by the
Boltzmann equation

N1

N2
=
NH+NO

NHNO+
=
κ2

κ1
=
g1
g2

e−(E1−E2)/(kT ), (48)

where g1 = g(H+)g(O) and g2 = g(H)g(O+) are the statistical weights of states
1 and 2, respectively. For temperatures of interest (∼104 K), H is all in the
ground state, which has g(H)= 2, and g(H+)=1. The ground state configu-
ration of O+ is 4S3/2, which has a statistical weight g(O+)= (2*3/2)+1=4.
In neutral O, there is a triplet state near the ground, 3P2,1,0, with a total
statistical weight of (2*2)+1 + (2*1)+1 + (2*0)+1= 9. Hence, g1 =9 and
g2 =8. Putting all this together we have

NO+

NO
=

8
9
e−0.02 eV/(kT )NH+

NH
(49)

Hence, if the charge exchange cross sections are large enough, this process
will tie the ionization fractions of atoms together, weighted by their respec-
tive statistical weights and a Boltzmann factor that represents differences in
the ionization states of the atoms. Because H atoms are so abundant and
He is typically neutral, when charge exchange occurs it almost always in-
volves H. Charge exchange cross sections are particularly large between H
and O.

2.3 Isoelectronic Sequences

An isoelectronic sequence refers to a group of atoms and ions that have the
same number of electrons. For example, the isoelectronic sequence of 6 elec-
tron systems, all of which have ground electronic states of 1s22s22p2, consists
of C I, N II, O III, Fl IV, Ne V, and so on. For the purposes of spectroscopy,
atoms and ions within an isoelectronic sequence have identical patterns of
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energy levels, with the different nuclear charges acting as a scale factor in the
binding energies for the levels. The reason for this behavior is that electrons in
an unfilled outer shell determine the bound excited states of atoms, and two
identical groups of such electrons produce the same sets of energy levels. Elec-
trons become more bound as the number of protons in the nucleus increases,
so the transitions shift to shorter wavelengths for higher atomic numbers. For
example, wavelengths for the transitions from 1D2 to 3P2 in atoms with 6e−

decrease steady from 9849 Å in C I, to 6583 Å in N II, to 5007 Å in O III, to
3426 Å in Ne V.

Energy levels of light atoms are described well by L-S coupling. Heavier
elements may require J-J coupling, but these are rarely of any interest in neb-
ular studies because their abundances are very low. In L-S coupling, energy
levels are defined with a notation aXb, where a = 2S + 1 is the multiplic-
ity, with S a number representing the total spin, X is the letter S, P, D, F,
... corresponding to L = 0, 1, 2, 3, ... where L is the total orbital angular
momentum, and b is the J-value, which ranges from L + S, L + S − 1, ...
L − S. For two electrons, one calculates the range of L and S allowed within
a particular shell by adding together the individual li and si (si = 1/2 for all
electrons) in the shell by the rules L = l1 + l2, l1 + l2 − 1, ... |l1 − l2|, and S
= s1 + s2, s1 + s2 − 1, ... |s1 − s2|. Rules for more than two active electrons
have similar forms.

One complicating factor when the n-values for the electrons are the same,
as occurs in the ground configuration, is that electrons are fermions and cannot
occupy identical quantum states. Electrons with the same n and l-values are
called equivalent electrons, and calculating which levels are excluded on the
basis of the Pauli principle can be somewhat involved.

As an example, consider the case of an atom that has all but two of its
electrons in filled lower shells (1s2, 2s2, etc.), with the two remaining electrons
each in a p-shell. Here, l1 = l2 = 1 (p-states have l = 1), and s1 = s2 =
1/2 (electrons are spin 1/2 particles). Then L = 2, 1, or 0, and S = 1 or
0. As a result we expect three triplet states, 3S1, 3P2,1,0, 3D3,2,1, and three
singlet states, 1S0, 1P1, 1D2. All these states exist for two non-equivalent p-
electrons, for example, in the excited electronic state 1s22s22p3p. However,
when the electrons are equivalent, as in the ground electronic state 1s22s22p2,
application of the Pauli exclusion principle shows that the 3D, 3S, and 1P
states do not exist (e.g. Appendix B of Eisberg & Resnick [12]).

Two isoelectronic sequences that differ only in the n-value of their outer
shells also have the same pattern of energy levels. For example, ions and atoms
that are part of an isoelectronic sequence with 14 electrons, including Si I, P II,
and S III, all have ground electronic states of 1s22s22p63s23p2 and so have
the same pattern of lower levels as do atoms in the 6-electron isoelectronic
sequence: a ground triplet state 3P2,1,0, a singlet first-excited state 1D2, and
a singlet second-excited state 1S0.

Energy levels for outer shells that are more than half-filled are easier to
model by considering the equivalent configuration of the same shell with a
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number of holes equal to the capacity of the shell minus the number of
electrons. For example, 1s22s22p4, the isoelectronic sequence of 8 electrons
(O I, Fl II, Ne III, etc.), is the equivalent of two holes in the p-shell, which
holds a maximum of six electrons. The energy levels produced by 2p4 are iden-
tical to those of 2p2, with the exception of the J-values within the 3P state
which are reversed: the ground state in the triplet is now 3P2 instead of 3P0.

With the above considerations in mind, there are five common isoelectronic
sequences for abundant light elements (Table 1). For higher-Z elements, once
the d-shells become populated the energy level diagrams become very complex,
particularly when the shell is about half-filled (e.g. Fe II, which is 3d5). Neutral
noble gases (Ne, Ar) with a filled outer p-shell exhibit no emission lines of
interest in the infrared, optical, or near-UV.

Representative energy level diagrams for each of the five common isoelec-
tronic sequence types are shown in Fig. 2. We now consider how we might use
each of the five types to analyze physical conditions in diffuse gas.

s1: Permitted Resonance Lines

When a single electron lies in an outer s-shell, the atom is hydrogen-like,
and the spectrum is dominated by permitted transitions between the various
electronic excited states. Permitted transitions from the ground state are res-
onance lines that may be excited by photons. Because most of the atoms in a
diffuse gas are in their ground states, these resonance transitions may become
optically thick in HH objects.

Table 1. Ground electronic state configurations for abundant ions

Configuration Examples Electrons

s1 H I, He II, 1
Li I, C IV, N V, O VI 3
Na I, Mg II, Al III, Si IV 11
K I, Ca II, Ti IV 19

s2 He I 2
C III, N IV, O V 4
Mg I, Al II, Si III 12
Ca I, Ti III 20

p1/p5 C II, N III, O IV 5
Si II, S IV, Fe XIV 13
Ne II, Na III, Mg IV, Al V 9
Ar II, K III, Ca IV, Fe X 17

p2/p4 C I, N II, O III, Ne V 6
O I, Ne III, Na IV 8
Si I, P II, S III, Ar V 14
S I, Ar III, K IV, Ca V 16

p3 N I, O II, Ne IV, Na V 7
P I, S II, Cl III, Ar IV, K V 15



32 P. Hartigan

1/2

1.85 eV

Li I

S1

3/2
1/2

2p1 2P

1/2
3/23p3 2P

3/2
5/2

3p3 2D

3/2
3p3 4S

2s2p3 P

2p2 1S0

2s1 2S

p1 and p5

p2 and p4 p3

2P

S2

12.7 eV

6.5 eV

2s2p1 P1

2

2s2  1S0

1
0

C III

5.36 eV

2.52 eV
2p2 1D

2

2p2 3P2
1

0

O III

[88 μm]

[12.8 μm]

[2
32

0]

[5
57

7]

67
07

.9

67
07

.8
[5

00
7]

[4
95

9]

[6
71

6]

[4
06

8]

97
7

[4
07

6]
[1

90
7]

[1
90

9]
[6

73
1]

[52 μm]

1.85 eV

3.05 eV

S II

Ne II

[10289]

[10323]

[10339]

[10373]

1/2

3/2

Fig. 2. Representative energy level diagrams for each of the five most common
isoelectronic sequence types. Forbidden lines are denoted with two brackets, and
semi-forbidden lines with a single bracket. Wavelengths are in Å unless otherwise
noted and are applicable only for the specific ion shown
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In hydrogen, the first excited state lies 10.2 eV above ground, so the res-
onant lines are all in the ultraviolet as part of the Lyman series. However,
atoms like Na I have a single electron in the 3s shell, which lies only about
2.1 eV below the 3p shell, so the transition falls in the optical as the Na D
doublet at 5890 Å and 5896 Å. Likewise, the Li I resonance line, so useful in
establishing youth in T Tauri spectra, comes from the 2p–2s transition (Fig. 2)
and is a closely spaced red optical doublet at 6707 Å. The resonance lines are
all doublets because photons carry one unit of angular momentum, so the
upper states of resonance absorption lines that originate from the ground s-
shell must all be p-shells. A single electron in a p-shell is a doublet, with a
spectroscopic configuration of 2P3/2,1/2.

There are many well-known permitted resonance transitions of common s1

elements, including C IV 1548+1550Å, N V 1243+1239Å, O VI 1032+1038Å,
Na I 5890+5896Å (the “D” lines), Mg II 2796+2804Å,

Al III 1855+1863Å, Si IV 1394+1403Å, and Ca II 3933+3968Å (the “K”
and “H” lines, respectively). Many of these lines are seen in emission and in
absorption in the spectra of active T Tauri star chromospheres, in classical
T Tauri stars caused by accretion activity, and in the interstellar medium as
narrow absorption features.

Ca II has an interesting complication in that the 3d energy level falls
between the 4s and 4p levels responsible for the H and K lines. Transitions
from 4p to 3d are allowed and give rise to the ‘infrared triplet’ of emission
lines at 8498+8542+8662Å that are bright in chromospherically active stars.
The 3d state is metastable and decays back to 4s via a pair of forbidden
lines at 7291 Å and 7324 Å. Hence, unlike the majority of forbidden lines,
the upper levels of these transitions may be pumped by photons under some
circumstances. However, in HH objects the dominant means of excitation for
the 3d state appears to be collisions [19]. The main use of the 7291 Å line is to
remove its companion line, 7324 Å, from a blend that includes the red quartet
of auroral lines from O II, which are important as diagnostics of temperature,
density, and ionization fraction as described below.

The 2s state of H, which can be populated, for example, via an excitation
from 1s to 3p followed by a decay 3p–2s, is also a metastable state because an
electron in the 2s level cannot decay to 1s by emitting a single photon without
violating conservation of angular momentum. In a dense gas, collisions couple
2s–2p, which can then decay to 1s, but in a low density gas like that found
in HH objects (ne∼104 cm−3), the only viable way for the 2s state to decay
to 1s is by emitting two photons, which is an allowed process if one includes
the A2 term in the perturbation expansion in (8). In 2-photon emission, a
virtual energy level appears somewhere between 1s and 2s to facilitate the
transitions. The virtual level can occur anywhere, so the resulting spectrum
is a continuum that peaks in the ultraviolet around 1400 Å [49].

Two-photon continua have been observed in HH spectra, both in the blue
and in the ultraviolet [7, 10]. The continua are strong because HH objects
are mostly neutral and are excited by shock waves with enough energy to
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populate the n=2 level of hydrogen easily. The intrinsic spectral shape of
the two-photon continuum is a fixed function that is independent of physical
parameters such as density and temperature, so one can easily infer the lumi-
nosity of the continuum by observing at a single wavelength and applying a
bolometric correction [23].

s2: Singlets, Triplets, and Semiforbidden Lines

Isoelectronic sequences with two electrons in an outer s-shell have two distinct
sets of energy levels: a triplet state where the spins of the two electrons align,
and a singlet state where the spins are antiparallel. Such systems are He-like,
and have a ground state of 1S0. The 3S1 state does not exist for equivalent
s-electrons owing to the exclusion principle, so the lowest energy triplet state
is 3P . Permitted (resonance) lines from higher singlet electronic states (e.g.
3s3p–3s2) exist in the spectra, and permitted transitions also exist between
the various triplet states.

For He I, the ground state 1s2 1S0 lies ∼20 eV below the first-excited state,
so transitions to ground are extreme ultraviolet or even soft X-ray photons.
Transitions between the upper states give rise to many optical and infrared
lines. For the singlets, these lines include λ2.058 μm (2p–2s), λ5015 (3p–2s),
and λ6678 (3d–2p). For the triplets, He I has λ10830 (2p–2s), λ3888 (3p–2s),
and λ5876 (3d–2p). He I lines have been used recently by Edwards to probe
the inner winds of jets [11].

Transitions also exist between the triplet states and the singlet states that
may be either semiforbidden or forbidden. In the example depicted in Fig. 2,
the λ1909 line of C III would be an electric dipole line were it not for the
change of spin that makes it semiforbidden. The companion line at λ1907
is forbidden (magnetic quadrupole) because the J-value changes by 2. The
[C III λ1909 line has been used to probe flows in young stars very close to the
sources [14].

p3: The Density Diagnostic

All p3 configurations have a ground level and two well-spaced doublets as
the upper levels (Fig. 2). The capacity of the p-shell is 6 electrons, so a p3

configuration is half-filled and there is no clear rule regarding which J-level
has a higher energy within the doublets. For example, the 2P3/2 state has a
higher energy than the 2P1/2 state for N I, S II, and Ar IV, but a lower energy
state for O II and Ne IV.

As we found in Sect. 2.1, flux ratios of the lines from upper-state doublets
are density diagnostics. In the example in Fig. 2, these include the [S II]
6716/6731 ratio, the [S II] 4068/4076 ratio, and various combinations of the
four infrared lines around 1 μm. Ratios between transitions that originate from
2P to those that start from 2D are sensitive to both density and temperature.

Unfortunately, the higher ionization p3 configurations in Table 1 are usu-
ally not seen in HH jets, which have low ionization, and the [N I] 5198/5200Å
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ratio (the analog of [S II] 6716/6731) has a very low critical density and the
lines are usually blended because they are so close together in wavelength.
Hence, S II is the most important ion for density measurements, though O II
is also useful when all the emission lines are bright enough to measure accu-
rately.

p2/p4: Temperature and Reddening Diagnostics, Far-IR Lines

The p2 and p4 configurations are similar, each with a 3P ground state, a first
excited state of 1D2 a few eV above ground, and a second excited state 1S0

a few eV higher. Transitions between 1D2 and 3P are referred to as nebular
lines, while transitions between 1S0 and 1D2 are auroral lines, and those be-
tween 1S0 and 3P are transauroral lines. Auroral and transauroral lines are
strong in the Earth’s aurora because these lines have high critical densities; in
contrast, nebular lines are bright in astrophysical nebulae where the densities
are low enough to mitigate the effects of quenching. Ratios between nebu-
lar and auroral, and nebular and transauroral lines are good diagnostics of
temperature, while ratios of auroral and transauroral lines give the reddening
(Sect. 2.1).

Many of the brightest emission lines in HH objects come from this group
of atoms, such as [C I] 9849+9823, [N II] 6548+6583, [O III] 4959+5007, [O I]
6300+6363, [O I] 5577, and [Ne III] 3869+3968. Forbidden transitions between
the 3P levels produce a number of well-known infrared lines, including [C I]
610 μm, [N II] 204 μm, [O I] 63 μm, [O III] 88 μm, and [Ne III] 15.4 μm. In
addition, the first excited electronic state (e.g. 2p33s for the 2p4 atoms; 2s2p3

for 2s22p2 atoms) gives a doublet level 5S2,1 that generates a bright ultraviolet
semiforbidden line in the transition to 3P1. Examples include [O I 1302 Å ,
[C I 2965 Å , [N II 2140 Å , and [O III 1663 Å.

p1/p5: An Infrared Forbidden Line, and UV Permitted and Semiforbidden
Lines

A single p-electron or hole has a single, closely spaced doublet as a ground
state, with 2P1/2 level the lowest energy for p1, and 2P3/2 the lowest energy
for p5. Transitions within this doublet include [C II] 156 μm, [N III] 57 μm,
[O IV] 26 μm, [Si II] 35 μm, [Ne II] 12.8 μm, and [Ar II] 7.0 μm, all in the
infrared. Highly ionized coronal lines of [Fe X] and [Fe XIV] are in the optical
at 6375 Å and 5303 Å, respectively.

The first and second excited electronic states for p1 and p5 occur when an
electron from the s-shell is excited to the p-shell. The resulting configuration
has two p-electrons and one s-electron hole. The result gives p2 4P and p2

2D states, which may decay to ground and give rise to both forbidden and
semiforbidden transitions. Examples include [C II 2325 Å and C II 1335 Å.
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3 Applying Nebular Line Diagnostics to Stellar Jets

Within the first decade after their discovery, Böhm [2] applied standard
nebular diagnostic techniques to spectroscopic observations of the brightest
HH object, HH 1. The analysis relied upon the ratio of nebular to auroral lines
within O I and S II to constrain temperature and density. The results, which
still hold today, some 50 years hence, are that a typical electron temperature
is ∼8000 K and typical electron density ∼104cm−3. The analysis also included
line ratios between different elements, such as O and Ne.

The nature of the heating source of HH nebulae was a significant puzzle
until the mid-70s. In his discovery paper, Herbig [26] noted the lack of blue
photoionizing stars near HH 1 and HH 2, which seemed to rule out photoion-
ization as a heating source. However, not all HH objects were as isolated from
stellar radiation, and in 1974, Strom et al. [50] found an extended emission
line source HH 102 in the L 1551 star formation region that was also a re-
flection nebula. We now know that HH 102 is a rather unusual object and
contains a mixture of ‘true’ HH emission nebulae superposed upon an ex-
tended reflection nebula that marks the edge of an outflow cavity. Motivated
by HH 102, Strom et al. concluded that all HH objects were reflecting the light
of a young star. The reflection nebula hypothesis was able to account for the
mostly blueshifted radial velocities seen in HH objects, because circumstellar
dust in an infalling envelope will see any emission lines from the star to be
blueshifted and will reflect that blueshifted line emission to the observer.

A few years later, Schwartz [45] came up with the modern explanation
that shock waves excite HH objects. Schwartz was motivated by the similarity
between HH spectra and those of supernova remnants, where a range of ion-
ization states exist. In addition, the emission line analysis showed HH objects
to have a low filling factor, as expected for the cooling zones of shocks. A few
years later, Schwartz [46] found supersonic velocity dispersions of >100 kms−1

in HH objects and noted that large line widths occur when a bow shock forms
around a stationary obstacle in the flow. As the 1970s drew to a close, Schmidt
and Miller [44] put the reflection nebula hypothesis to rest by noticing that
while continuum in HH objects is polarized, emission lines are not, so the
emission lines were intrinsic to the object and not scattered light.

The realization that HH objects were shock waves led to a great deal
of theoretical work (e.g. by Raymond [41] and Dopita [9] with the goal of
explaining the observed emission-line ratios. With the advent of computers,
it became possible to model the physical conditions within a cooling zone of
a shock and to predict the line emission from such a zone. The computer
revolution also greatly facilitated calculations of the collision strengths and
A-values needed to address this problem. Shock models of HH objects enjoyed
some success, but it was clear that no single shock model could reproduce the
observations well.

The first comprehensive work on the emission-line analysis of HH objects
is the classic 1981 paper of Brugel, Böhm, and Mannery [5]. This paper stands
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today as an outstanding analysis of emission lines in HH objects. By combining
dozens of emission lines from various elements for several HH objects, the au-
thors made several key discoveries and pointed out some fundamental limita-
tions as well. The new spectra reproduced the earlier measurements of Te and
Ne, but the uncertainties were low enough to show a real intrinsic scatter in
the measurements, indicative of a range of temperatures and densities. These
observations clearly showed that emission-line analyses are problematic when
the cooling zones of the shock waves are not resolved spatially, because in that
case a wide range of densities and temperatures contributes to the observed
line ratios. Another important result was that the volume filling factors were
typically 1% or less, implying a filamentary, clumpy emitting zone. The au-
thors also attempted to determine the role of dust in the flows by measuring
refractory abundances, but the uncertainties were high.

When Herbig and Jones [27] presented the first proper motion study of HH
objects in 1981, it finally became clear that HH objects represented dense,
bullet-like objects in highly collimated outflows. The collimated nature of
the flows implied that redshifted flows were rare simply because they prop-
agate into the dark cloud where the extinction is high. The combination of
large emission line widths found by Hartmann and Raymond [25] and high-
excitation lines of C IV discovered in the first ultraviolet observations of Böhm,
Ortolani, and their collaborators [3, 35] gave further support to the notion of
HH objects as bow shocks. Very good matches to position-velocity diagrams
from long-slit spectra by Raga et al. [39] and to velocity-resolved integrated
emission line profiles by Hartigan et al. [24] were possible by incorporating
radiative shock models with a bow shock geometry, although the bow shocks
were not affixed to stationary cloudlets as Schwartz envisioned but rather re-
sembled those that would accompany a bullet of dense gas moving through
the surrounding medium.

The availability of CCDs made deep emission line images possible, and
one of the first discoveries from this work (Mundt and Fried [33]) was that
HH objects are typically parts of dense jets. Hartigan [16] noted that one of
the expectations for shocks in jets is that both a bow shock (in the medium
ahead of the shock) and a Mach disk (in the jet) should occur, and that both
shocks should be visible, and subsequent observations by Morse, Reipurth,
and their collaborators [31, 42] showed this to be the case from both emission
line ratios and kinematics. It became clear from these studies that bow shocks
in jets typically move into the wakes of previous ejections, a notion published
earlier by Dopita [8].

As described in Sect. 2, observations of emission line ratios from p3 ions
like S II give direct measures of the electron density, provided the gas is not
in the HDL or LDL. To convert an electron density to a total density, one
needs to estimate the ionization fraction in the gas. The correction can be
large because HH object jets are mostly neutral.

It is certainly convenient to think of the jet as being filled with some plasma
of a fixed density and ionization fraction. However, it is important to realize
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that the ionization fraction, like the electron density, varies dramatically for
shocked flows. As neutral material enters a shock, the temperature rises
sharply to the postshock value, and collisions gradually ionize the atoms.
While this process occurs, the gas radiates emission lines and cools. Shock
models show that the ionization fraction peaks at some value and then grad-
ually declines. Most forbidden emission lines occur in a region where the ion-
ization fraction is declining, so the value that one measures for the ionization
fraction depends on where the ions used for the measurement are located in
the postshock flow. Using emission lines to constrain the shock models in their
1994 paper, Hartigan et al. [21] found the ionization fractions of the brightest
portions of some famous jets to be only a few percent.

Instead of using shock models, one can try to infer physical conditions
along the jet by simply using the observed emission line ratios everywhere in
the flow, as was done for large apertures in the Brugel et al. 1981 paper. This
procedure is the equivalent of modeling the emitting gas as having a constant
density, temperature, and ionization fraction over the aperture or pixel of
the observed line ratios. As Brugel et al. showed in their paper, analyzing
emission lines in this manner is of limited value for systems like HH 1 and
HH 2, which are dense, high-shock-velocity objects with unresolved cooling
zones whose emission lines span a wide range of ionization states. Similar
issues were found by Podio et al. [38] who analyzed both infrared and optical
emission lines.

However, there are cases where the cooling zones are resolved, for example,
in many HST images. For resolved images, a single density, temperature, and
ionization state may characterize the gas well. For these cases, Bacciotti &
Eislöffel [1] used an analysis similar to that of Brugel et al. but also used the
fact that the charge exchange cross sections were large enough to effectively tie
the ionization fractions of N and O to that of H as described in Sect. 2.2. By
incorporating charge exchange into the analysis in this manner, one can use
the bright red emission lines of [O I], [N II], and [S II] to infer all the physical
properties of interest. Results from this analysis show that the ionization
fractions range from a few percent in the regions that overlap the Hartigan et
al. study (and therefore are in agreement with those results) to tens of percent
in other regions. Of particular interest was the result that some jets appear to
have ionization fractions that decline as they move away from their sources,
suggesting some heating event close to the source.

Even with good measures of ionization fraction and density, estimates of
mass loss rates in jets are plagued with uncertainties caused by the inherent
clumpy nature of the flows, as I discussed in a recent review [17]. Emission line
fluxes increase with the density, so images emphasize dense regions that cool
rapidly. There may be cool dense regions within the jet that do not radiate,
as well as less dense material that fills a larger fraction of the volume within
the jet. The best procedure is probably to measure the mass loss rate as close
to the star as possible, before shock waves concentrate the jet into clumps. In
any case, because jets are mostly neutral they carry a larger amount of energy
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and momentum than one would infer by simply using their electron densities,
as was done in some early papers [32].

4 Some New Results, Future Prospects

When I presented this lecture in Elba, I included results from two papers that
were in the process of being submitted to the Astrophysical Journal. These
papers have now been accepted for publication, so I will summarize only the
results briefly here.

4.1 Slitless Spectroscopy and a New Analysis Method
for Emission-Line Objects

The first paper [18] uses the rather unusual technique of slitless spectroscopy.
By opening the spectroscopic slit wide enough to include emission from the
entire jet, one obtains an image for each emission line in the jet with a single
exposure. The technique is limited to objects that are not resolved spectrally.
Using HST over two epochs, we were able to obtain high signal-to-noise images
of many emission lines.

Of particular interest to this review is the new analysis technique intro-
duced in the paper, which can be employed for any emission line object. Rather
than use a specific emission-line ratio to infer electron densities, another to
estimate the temperature, and so on, the paper developes a method where
one uses all the emission line ratios, appropriately weighted according to their
uncertainties, of all the lines in the analysis. The advantage of this technique
is particularly apparent close to the star, where the [S II] 6716/6731 ratio is
in the HDL. In the new analysis, the ratio simply provides a lower limit to the
density, as it should, and the actual density measurement is constrained more
by ratios that involve higher critical density lines such as [O I] 6300. The opti-
mal solution for the electron density, temperature, and ionization fraction are
those that minimize a quadratic form that resembles a chi-square, although
the statistical distribution is more complex because the line ratios are not
necessarily independent of one another.

The analysis yields several intriguing maps of the physical parameters in
the HH 30 jet. Since the data were taken in two epochs separated by two
years, it is possible to follow proper motions in the jet and observe how
the physical parameters vary with time. Results include a drop of ioniza-
tion with distance, an increase of density along the axis of the flow, and
what appear to be heating events that ionize the flow within ∼100 AU of the
source and move outward with the flow. By observing such phenomena, we
can begin to connect the dynamics of jets with the accretion disks that drive
them.
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4.2 Magnetic Fields in Jets

Magnetic fields are particularly difficult to constrain from emission line ratios
because the lines do not show Zeeman splitting. However, one can estimate
field strengths by knowing enough about the shock. For example, given the
preshock density (constrained by the observed line fluxes) and shock veloc-
ity (determined by the line ratios and observed shape of the bow shock) a
shock model predicts what the electron density should be in the cooling zone.
Observed electron densities are at least an order of magnitude lower than
the predicted value, indicative of some other source of pressure. Even a small
magnetic field in the preshock gas translates into a significant pressure in the
postshock region and will lower the observed electron density there.

Results from this analysis by Morse and collaborators [31] are that mag-
netic fields in front of bow shocks in jets are low, ∼15 μG. Although one might
expect magnetic fields to be strong in jets if they are driven by magnetized
accretion disks, these observations indicate that fields play only a minor role
in the dynamics at large distances. The only field measurement close to the
source seems to be that of Ray et al. [40], who found strong fields of the order
of a few Gauss at distances of tens of AU from the source.

Can we reconcile a jet being strongly magnetized at the source but only
weakly magnetized at large distances? For a magnetized disk wind the field
will be mostly toroidal at large distances and will scale as r−1, while the
density drops as r−2 for a collimated jet. Hence B∼n0.5, so the magnetic
signal speed should remain constant with distance and a flow that is strongly
magnetized (e.g. VAlfven∼100 km s−1) should remain so at large distances. In
fact, such a strong field would prohibit any weak shocks from forming in the
jet, but we know shock velocities in jets are ∼30 kms−1 from proper-motion
measurements as well as emission-line studies [21, 22].

In order to study this issue, we performed the first pulsed magnetized
simulations aimed at connecting physical conditions at large distances with
those present near the source. The main results, to appear in print this year
[20], show that B∼n in shocks and rarefactions, so the global structure of a
pulsed jet follows some intermediate power α∼0.85, where B∼nα. Because
α > 0.5, the magnetic signal speed drops with distance, on average, and the
jet gradually becomes more hydrodynamic instead of MHD at larger distances
from the source. Essentially the velocity perturbations sweep the field into a
few dense magnetized blobs that are separated by low field regions.

4.3 Future Research

Future research of emission lines in HH objects and jets will probably divide
scientifically into two broad categories. On one hand, there is a great deal of
interest in connecting the jets to their launching points in the accretion disks
that surround young stars. The process of accretion and collimated outflow
occurs elsewhere in the universe (interacting binaries, black holes, AGN’s, and
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perhaps even planetary nebulae), but the phenomenon is easiest to study in
young stars because HH jets radiate emission lines and are spatially resolved.
Many unanswered questions remain in this area, including the role that mag-
netic fields play in driving the jet, the importance of time variability and
instabilities, how mass is loaded from the disk into the jet, and the transfer
of angular momentum from the disk to the outflow.

A second broad area is the study of the fluid dynamics within HH flows.
Many questions remain here as well, especially with regard to the role mag-
netic fields play in the dynamics of colliding clumps, the efficiency of entrain-
ment along the edges of jets, and the physics of the shock waves that couple
the atomic outflow with that of the molecular gas. It may even be possi-
ble to create laboratory analogs of astrophysical jets [13, 29]. Being able to
create jets in a laboratory setting is an attractive prospect, especially if the
setup allows one to control the strength and geometry of magnetic fields in a
collimated supersonic flow.

I close with a plea to everyone working in this field to try to obtain time-
resolved spectra and images of HH jets over many epochs. Only with such
data sets will we be able to really compare motions and shock waves in real
jets with their numerical and laboratory analogs. Time-resolved data are the
only way to determine the degree to which accretion is tied to outflow. The
connection between accretion and outflow is perhaps the most fundamental
aspect of the jet phenomenon, but our understanding of it remains superficial.
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1 Introduction

High angular resolution observations became more and more important in
modern Astrophysics in all the classical research fields from Solar System
studies to Cosmology. In this framework, the development of techniques that
allow us to reach diffraction limited performance using the present telescopes
are of high importance. Among all the techniques applied to ground-based
telescopes to reach a diffraction limited performance, the most powerful one
is the so-called Adaptive Optics or AO. This technique aims to measure the
wavefront perturbation due to refraction index fluctuations of the atmosphere
and then to correct it quickly to follow the turbulence evolution. In this kind
of system, there are three fundamental elements, as shown in Fig. 1; the
wavefront sensor that measures the instantaneous wavefront aberration, the
wavefront corrector that corrects the phase fluctuation introducing different
optical paths for different rays, and the control system, or the so-called wave-
front computer that computes from the wavefront sensor data the commands
to be applied to the wavefront corrector. The wavefront corrector is usually

Fig. 1. A block diagram of an AO system. The figure reports the deformable mirror,
the wavefront sensor, and the wavefront computer and highlights the two different
optical paths of the light from the reference source and the scientific target, respec-
tively
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a deformable mirror1. Finally the system needs a reference star to measure
the wavefront aberration. This object has to be quite bright as we will see in
the next sections. Hence, in some cases it cannot be the scientific target itself
because it is too dim. In this situation, the reference star has to be angularly
close enough to the scientific target so that the achieved wavefront measure-
ment can be successfully used to correct the image of the scientific object.
The adaptive optics system having the architecture presented in Fig. 1 was
introduced for the first time by H. Babcock in 1953 [1]. Following this, authors
like Tatarsky [27] and Fried [10] developed the basis of the theory of image
formation in random media, which has subsequently been directly applied to
compute the performance and limitation of AO systems. The practical realiza-
tion of an AO system in Astronomy began later, at the end of the 1980s, with
the construction of the Come-On system [25] for the ESO 3.6m telescope on
La Silla. From then on, all the 8m class telescopes like VLT, Keck, Gemini,
Subaru, and LBT have built and planned many different types of AO systems.
Today, the majority of professional telescopes of the 4 m and 8 m class have
an adaptive optics system and related diffraction limited instruments.

This lecture can be divided in to two parts. The first part aims to describe
the basic concepts and limitations of contemporary AO systems (Sects. 2,3,4,5,
and 6). The second part (Sects. 7 and 8) briefly introduces the AO systems
of LBT telescope [17] for the single telescope first and then in interferometric
mode. Here, the aim is to describe what should be available in terms of angular
resolution at LBT in the next few years. Also as optical interferometry is
becoming increasingly important with time, we outline some basic features
of interferometric beam combinations, in particular in relation to the concept
of homothetic interferometers. Homothetic interferometers allow one to divide
interferometers into two classes, the Michelson stellar interferometer b[22] (like
the VLTI) and the Fizeau interferometers (like the LBT). It is clear that an
AO system is now a fundamental sub-system of any instrument of an 8–10 m
class telescope and indeed of any extremely large telescope (ELT) presently
under design. Hence, we believe that it is crucial for the next generation
of young astronomers to have a thorough knowledge of the basic principles
of AO.

2 Opening Notes on Image Formation in Astronomical
Telescopes

We will summarize in the following some basic results on image formation
theory, as achieved following the linear theory of optics and Fourier Optics
in particular. For the rest of the paper, we will consider all the astronomical
objects as incoherent sources so that the superposition principle applies to

1 By deformable mirror (DM), we mean an electro-optical device having a reflecting
surface with an adjustable shape.
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the object intensities and not to the object electric field. Having said that, we
start our work from the basic equation reported below

I(α) =
∫
O(β)PSF(β − α)dβ, (1)

where d = λf while α and β are two bi-dimensional vectors giving the 2D co-
ordinates of a point in the telescope focal plane expressed as angle, O(α) and
I(α) are the object and image intensity distributions, respectively, PSF(α) is
the telescope’s so-called Point Spread Function or the image of a point like
source. This last quantity is easily determined using Fourier optics and can
be expressed as:

PSF(α) =| FT [W (α)] |2 (2)

In writing this equation, we assumed that no aberration is present and so
the function W , the so-called telescope pupil function, is simply one inside
the circle of radius R and zero outside2. For this circular aperture telescope,
the PSF is usually called the Airy disk that has an FWHM equal to

θ = λ/D,

where λ andD are the operating wavelength and the telescope diameter. A cut
passing through the center of the PSF is represented in Fig. 2. The meaning of
(1) can be clarified by looking at the same formula in the Fourier space, as is
usually done in Fourier Optics. Taking the fourier transform of both members
of (1), we obtain the following relationship

Ĩ(f) = Õ(f ) · P̃ (f) (3)

Fig. 2. The central cut of the Point Spread Function of a diffraction limited circular
lens

2 We will assume for all the following a circular telescope with no obstruction.
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where f is the bidimensional coordinate in the Fourier plane, and P indicates
now for simplicity the PSF function. Taking the modulus of left and right
members of above equation gives:

| Ĩ(f ) |=| Õ(f) | · | P̃ (f ) | (4)

The modulus of P̃ is defined in optics as the Modulation Transfer Function
(MTF) and can be expressed considering the equation for the PSF and the
Fourier transform auto-correlation theorem in the following way:

MTF(f) ∝
∫

W (r)W (r + λf )dr (5)

It is easy at this point to see that the MTF acts like a filter that attenuates
(and de-phases) the Fourier components of the intensity distribution of the
considered object. If the MTF is close to zero or zero at a given spatial fre-
quency, that frequency will not be present in the object image. Moreover, it is
clear to see that when λf > D the MTF is zero so that the maximum spatial
frequency transmitted by the telescope is D/λ. A graphical representation of
the MTF can be found considering that the integral of (5) is given by the
over-position area of the two circles of diameter D displaced by a quantity fλ,
as reported in Fig. 3. In the case where no aberrations are present, the MTF
function can be analytically derived. [The mathematical expression is quite
complicated and can be found in several Optics textbooks [15].] However the
diffraction-limited MTF behavior is very simple and almost linear, as reported
in Fig. 4. In this case, it easy to see that the MTF retains a value different
from zero for all the x axis values or all the spatial frequencies in the range
0, D/λ. When some aberrations are present, the system MTF is degraded,
and higher spatial frequencies are attenuated or no longer even transmitted.

λf

D

Fig. 3. The geometrical arrangement of the autocorrelation integral of (5). The
frequency f here is an angular frequency so that fλ is a length. The maximum f
where the MTF is different from zero is clearly f = D/λ
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Fig. 4. The analytical representation of the MTF as function of angular frequency
normalized at D/λ

3 Atmospheric Turbulence and Wavefront Aberrations

We mention in the introduction that the performance of ground-based tele-
scopes is limited by the atmospheric refraction index fluctuations. Refraction
index fluctuations originate when a turbulent flow of air is present. This tur-
bulence, coupled with the fact that the atmospheric temperature is changing
with altitude, creates a mix of air particles of different temperatures, which
in turns generate the refraction index fluctuations. As we see, the wavefront
passing through the atmosphere is disturbed or more precisely aberrated by
these fluctuations. In this section, we will quantify the wavefront aberration
due to atmospheric turbulence introducing the phase structure function and
the Fried parameter r0 starting from the velocity fluctuation in a turbulent
flow.

3.1 Turbulent Flow and Atmospheric Turbulence

The velocity fluctuation distribution in a turbulent flow was studied by
Kolmogorov in 1941 [19] and later applied in the branch of optical waves
propagation through turbulence by Tatarsky in 1967 [27]. Briefly, we will con-
sider a laminar flow of a fluid having speed v, typical scale L, and kinematic
viscosity ν. The flow geometry is very simple and is reported in Fig. 5. In
this situation, the fluid dynamics states that when the Reynolds number of
the flow is larger then 103 the flow becomes turbulent. The fluid Reynolds
number is defined as

Re = vL/ν
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L V ν

Fig. 5. A sketch of the laminar flow introducing the symbols needed in the following
analysis

To understand better the meanings of the Re number we can write it in
the following way:

Re = (v3/L)/(v2/L2ν) (6)

Now we note that the numerator and denominator of the above fraction
represent the kinetic energy per unit time and mass and the energy dissipated
by viscous friction (per unit time and mass). So it is understandable then
when the dissipated energy is much less than the energy received by the fluid
(per unit of time and mass) the laminar regime breaks down and we enter
the turbulent regime. This is always the case for the free atmosphere were the
kinematic viscosity value is 1.5 × 10−7[m2s−1]. Substituting this value in the
Reynolds number expression, we find that even a wind speed of 1 ms−1 will
generate a Reynolds number of the order of 106 giving rise to a fully devel-
oped turbulent flow. As already mentioned, it was Kolmogorov who devised a
simple but effective approach to the description of the velocity fluctuation in a
turbulent flow. The Kolmogorov theory is usually called the vortexes cascade
from the simple concept that is the theory basis. This concept is explained
in Fig. 6, where the vortexes cascade is graphically illustrated together with
the relevant quantities of the process. Briefly, we start with the turbulent flow
generating vortexes on a scale equal to the laminar flow initial scale L. This
scale is usually called the outer scale of turbulence.

Re >> (Re)crit

Re ∝ L

Re < (Re)crit.

Re >> (Re)crit

R
e
 >> (R

e
)

crit
R

e
 >> (R

e
)

crit

patch dissipated
by viscosity Turbulence inner scale ∼ mm

Fig. 6. Graphical representation of the vortex cascades. The turbulent flow gener-
ates a vortex of linear dimension L (outer scale).The Reynolds number Re of this
vortex is greater than the critical one (Re)crit. and the vortex is split into another
vortex of a smaller linear dimension. If this vortex still has Re >> (Re)crit., the
process is iterated, generating the vortex cascade. The cascade stops when the the
vortex energy is dissipated by viscosity. The linear dimension of the smallest vortex
is called inner scale
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These vortexes will have some velocity fluctuation and will have a Reynolds
number greater than the critical one. As a result of this condition, they vor-
texes will split in to other vortexes having a smaller scale and other velocity
fluctuations. This process will stop when the small vortexes have a Reynolds
number lower then the critical one. At this point, they will be dissipated by
viscous friction in the fluid and will not split anymore. The spatial scale where
this happens is called the turbulence inner scale and is of the order of a few
mm. Using dimensional consideration and the above given description of the
turbulence regime, Kolmogorov was able to express the so-called structure
function of the velocity fluctuations that we report below

Dv(r) = C2
vr

2/3, (7)

where r is the distance between the two considered points, and C2
v is a con-

stant that accounts for the strength of the velocity fluctuations.3 Tatarsky
applied this expression in the computation of the phase perturbation experi-
enced by an electromagnetic wave propagating in an inhomogeneous medium
(a medium where the refraction index is not constant in space), introducing
the concept of a physical quantity that is a conserved passive additive [27].
The relevant example is the atmospheric temperature. This quantity does not
change in any way the fluid dynamics, and its values are not modified by at-
mospheric turbulence. For example, a colored dye added to a turbulent flux
would be a passive conserved additive and would be useful for tracing the ve-
locity fluctuations. Tatarsky demonstrates that the fluctuation distributions
of any such quantity in a turbulent flow are described by the same structure
function of the velocity fluctuations. Using this result, he described the tem-
perature fluctuation in the turbulent atmosphere by the following structure
function

DT(r) = C2
Tr

2/3, (8)

where r is the distance of the two considered points, and C2
T is a constant

accounting for the strength of the temperature fluctuations. The next step
in Tatarsky’s work is to consider the expression of the atmospheric refraction
index as a function of pressure P and temperature T . This common expression
is reported below for easy reading.

n = 1 + 10−6 × 79
(

1 +
7.5 × 10−3

λ2

)
P

T
(9)

From this equation, it is easy to find out the expression of refraction index
fluctuation as a function of temperature. In the following, we will neglect the
fluctuations due to pressure changes because pressure fluctuations are usually

3 We report here the mathematical definition of the structure function Dx(ρ) of a
random function xDx(ρ) = 〈(x(r + ρ) − x(r))2〉. The quantities r and ρ can be
one, two, or three dimensional quantities. The last case is the case of the velocity
fluctuation structure function.
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much less in percentage than the temperature fluctuations. With this in mind
we find that

dn = −79
P

T 2
10−6dt (10)

Combining (8) and (10) we find the expression for the refraction index
fluctuation structure function reported below

Dn(r) = C2
nr

2/3 (11)

In this formula, the quantity C2
n is called the constant of refraction index

fluctuations structure function and is a measurement of the strength of the
atmospheric turbulence in the considered conditions.

3.2 The Phase Structure Function

To compute the phase perturbation experienced by a plane wave propagating
through a medium with refraction index fluctuations expressed by (11), we
will considered the geometry given in Fig. 7.

Even in this case, the phase fluctuations will be described using a struc-
ture function but the phase structure function is given as a two-dimensional
function instead of a three-dimensional function (used for the refraction in-
dex structure function). In particular, the phase structure function measures
the phase difference between two points at distance ρ when both points are
located in a single plane perpendicular to the propagation direction of the
considered plane wave. This plane is usually taken as containing the telescope

Z

r1 r2
x

y

Fig. 7. The geometry used to compute the phase structure function. The grey
volume represents the turbulent atmosphere. The integral in (12) is done along
the vertical lines showed in the picture. The bottom plane represents the telescope
entrance pupil plane



54 S. Esposito and E. Pinna

entrance pupil. Considering that the expression of the phase φ(r) in the plane
x,y of the figure is given by

φ(r) =
2π
λ

∫ +∞

0

n(r, z)dz (12)

then the phase structure function is defined as

Dφ(ρ) =
〈
[φ(ρ) − φ(ρ + r)]2

〉
(13)

The analytical expression for the phase structure function was found by
Fried in 1965 [10] and is given by

Dφ(r) = 6.88(r/r0)5/3 (14)

In this equation, the quantity r0 is the so-called Fried parameter that is
defined as follows, where λ and γ are the considered wavelength and the line
of sight zenith angle.

r0 = 0.566λ6/5 cos(γ)

[∫ h

0

C2
n(h)dh

]−3/5

(15)

An interesting thing can be inferred from looking at (14). It is easy to see
from here and from the r0 definition that the phase fluctuation is inversely
proportional to the considered wavelength so that the optical path defined as
the phase fluctuation times the wavelength is achromatic. This result is quite
important in the study of the AO systems.4

3.3 The Taylor Hypothesis of Frozen Turbulence

The theory considered so far gives the description of the spatial distribution
of the phase fluctuations at the telescope entrance pupil in a turbulent at-
mosphere. However, until now we have not taken into account the dynamic
evolution of such a pattern. A simple model describing the dynamics of the
turbulence that is usually applied in the case of AO system computations is
called the Taylor model [28]. This model makes two assumptions:

• the refraction index fluctuation distribution is constant with time
• the fluctuation distribution is translated on the telescope aperture by the

wind

From this model, the turbulence evolution can be derived by simply trans-
lating the phase perturbation over the telescope aperture, at the speed of

4 This result is due to the fact that we neglect the wavelength dependance in (9).
and is usually allowed because at optical wavelength the neglected term accounts
for some percentage of the optical path difference fluctuation.
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wind. The basis of the Taylor model can be identified considering the previous
discussion on the Kolmogorov theory of vortex cascade. Let us consider again
the case of fully developed turbulence. In this case, the energy per unit of time
and volume of a given velocity fluctuation is given by El = (vl)2. Then, as
seen already, the energy dissipated by viscous friction at the scale l per unit
of time and volume is

[
(vl)2/l2

]
ν. Taking the ratio of these two quantities

gives the lifetime of a velocity fluctuation of scale l. Numerically we find

τl = l2/ν (16)

This expression shows that the lifetime is smaller for smaller inhomogene-
ity. In particular, a quadratic law relates the size of the inhomogeneities and
their lifetime. So, if we compute the lifetime for inhomogeneities having linear
dimension r0 we find τmin = 25[s]. This time is actually much larger than the
time taken for a given phase perturbation pattern to pass over a telescope
having a diameter of 10m, even with a very moderate wind of some meters
per second. Hence, the pattern can be considered stable and the Taylor hy-
pothesis holds. At this point, it is easy to estimate the characteristic time of
the turbulence evolution that results

τatm 	 r0/vwind (17)

More precise computations of this quantities gives a value of

τatm = 0.32r0/vwind

We refer the reader to the Beckers [2] paper for a detailed description of this
parameter.

4 Effect of Atmospheric Turbulence on the Long
Exposure PSF

It is important to be able to determine the telescope MTF when atmospheric
perturbations are present. In other words, we want to compute the MTF of a
telescope looking through the turbulent atmosphere. In the astronomical case,
the exposure time is usually much longer than the atmospheric correlation
time; thus, the relevant MTF is the time-averaged MTF. Assuming ergodicity
conditions, we will substitute the time average with a statistic average. For
this computation, we will have to use the phase structure function defined
already. The results reported in this section have been obtained by Fried in
1966 [11]. The expression for the MTF in the case of an integration time much
longer then the correlation time of refraction index fluctuations is given by

〈MTF(f)〉 ∝
〈∫

W (r + d)W (r)dr

〉
=

∫
P (r+d)P (r)dr

〈
e(φ(r+d)−φ(r))

〉
,

(18)
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where 〈and〉 represent the expectation value of the given quantity a. Now,
considering the central limit theorem the above expression can be rewritten as

〈MTF(f)〉 ∝ T0(d/λ) · e−0.5Dφ(d) (19)

In this way, the system MTF has been written as the product of the un-
perturbed telescope MTF T0, already reported in Fig. 4 and a damping factor
that depends exponentially on the phase structure function which in turn is
a function of the Fried parameter or of the turbulence strength. In Fig. 8, we
report some cases of MTF for a D/r0 value of 30, 20, and 10. These are typi-
cal cases for an 8m telescope at visible and NIR wavelengths, respectively. In
the picture, we assume that the atmosphere is corrected using an AO system
with 30 actuators on the telescope diameter. The assumption is made here
that all the wavefront perturbations of scale larger then the actuator pitch
of dact = D/30 are perfectly corrected. This is reflected in the behavior of
the structure functions that saturate for distances larger then dact. The left
side picture is reporting the structure function values for the uncorrected and
corrected cases as a function of the different values of D/r0. On the right side
picture we report the corresponding MTF computed using (19).

5 AO System Fundamental Parameters

In this section, we will describe the main parameters of an AO system, in order
to give an estimate of the AO systems’ current performances and limitations.

Uncorrected and Corrected SF
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Fig. 8. The left part of the figure reports the corrected phase structure functions for
the cases D/r0 = 30, 20, 10 (2., 3., and 4. respectively), together with the uncorrected
one (1.). The effect of the wavefront correction is clearly visible in the saturation of
the structure functions. The right side reports the corresponding MTFs computed
from (19), with the diffraction limited MTF as reference (0.)
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In Fig. 1, the basic layout of an AO system is reported to clarify where the
relevant parameters come into play. We start by looking at the picture from
the deformable mirror, going in a counterclockwise direction.

5.1 Number of Actuators and System Cycle Time

The relevant parameter for the deformable mirror is the number of degrees of
freedom, usually given by the number of actuators. The aim of this device is
to introduce in the incoming wavefront an optical path difference equal and
opposite to the perturbation induced by the atmosphere at a given time. The
sum of the two perturbations will give as a result a plane wave. As mentioned,
the spatial scale of the atmospheric perturbation is given by the r0 value.
Hence, in order to have the proper resolution on the corrective device, we
need to have an actuator grid with pitch smaller then r0. In this case, the
total number of actuators can be estimated to be of the order of (D/r0)2. The
second parameter considered is the time required to compute and apply the
correction. As we find in Sect. 3.3, the correlation time of the atmosphere is
given in the Taylor hypothesis as τ 	 r0/v, where v is the considered wind
velocity. To be able to apply an efficient correction, the cycle time of the
system has to be smaller than τ so that we can write tcicle < r0/v.

5.2 Wavefront Perturbation Spatial Sampling

Let us consider now the spatial sampling required to properly measure the
wavefront aberration. As stated previously, the characteristic length of the
atmospheric perturbation is given by r0. Assuming this, the wavefront spatial
sampling has to be of the order of r0. A commonly used wavefront sensor in AO
system is the so-called Shack-Hartmann sensor [20] which uses a lenslet array
to obtain the wavefront slopes in several patches of the telescope entrance
pupil. A sketch of the sensor is reported in Fig. 9. This will help the reader to
have a better understanding of the basic parameter involved in the following
calculations. As shown in the above picture, the lenslet array is optically
conjugated to the telescope exit pupil. The array has a number of lenslets
of the order of (D/r0)2. Each of the spots produced by the lenslet array is
focused on a CCD detector. The intensity pattern of each spot is recorded for
any given wavefront measurement. The spot displacement with respect to the
zero or to the unperturbed position is measured by computing the intensity
of center of gravity

xc =
N∑

i=1

Iixi/

N∑
i=1

Ii (20)

where Ii and xi are the intensity and the position of the i-th pixel considered.
Moreover it is easy to show in geometrical optics approximation that

xc = fsh∂w(x, y)/∂x, (21)
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Φfot≈ Nfot
.(D/r0)

2/texp]
texp<τ0 <r0 

/ v≈10 ms⇒f(λ)

Nfot = 100
D/r0= 10(λ = 2.2μm)
texp  = 5 ms

Φfot = 2.106

mref. = 10

D
WFS CCD plane

Shack-Hartmann
lenslet array

Fig. 9. A simple design of a Shack-Hartmann sensor reporting the basic optical
elements of the device. The grey circle is the image of the entrance pupil of the
telescope. The single lenslet dimension is chosen to be equal to the scaled length of
r0 on the pupil image

where w(x, y) is the wavefront perturbation and, fsh is the Shack-Hartmann
lenslet focal length. The overbar denotes an average of the first derivative
over the considered sub-aperture. Thus, the center of gravity is proportional
to the wavefront slope in the considered sub-aperture defined by a particular
lenslet. The measured data are used to write a linear system of finite difference
equations relating the wavefront slopes to the phase difference on the various
sub-apertures [12]. This system is usually solved by least square methods. The
error in the reconstructed wavefront depends on the total number of photons
received by each sub-aperture. This photon number is given by

Φ = Nfot (D/r0)
2
/texp ∝ r−3

0 (22)

in order to have 100 photons, per sub-aperture, per integration time5. Assum-
ing D/r0 = 10, texp = 0.005, we need an overall flux φ = 2e6 or a star of
visual magnitude 10. This number shows that the reference star to be used
for wavefront sensing is relatively bright and is not always available in the
surroundings of the faint astronomical object we want to observe. Finally, we
note that the flux dependance on the third power of r0 tells that the flux re-
quirements became very strong when the correcting wavelengths got shorter
and shorter. A great advantage is usually obtained by performing the wave-
front sensing at optical wavelengths and the adaptive correction in the NIR
(usually 1–5μm). Doing so, the wavefront sensor can use a visible CCD camera
(much faster and less critical than the IR detector). The adaptive correction
is done in the J, H, and K bands, where r0 is larger and the requirements
for all the parameters like number of actuators, sub-apertures, and time re-
sponse, are all relaxed with respect to the visible band. This strategy is allowed
5 We assume here that 100 photons per sub-aperture per integration time are

enough to have a good SNR in the center of gravity measurement. It can be
shown that the accuracy in this measurement is given by δxc = θ/

√
N , where θ

and N are the lenslet spot full width half maximum and the received number of
photons.
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by the achromaticity of the optical path, as demonstrated in Sect. 3.2. This
means that the correction done by the adaptive mirror, driven by an optical
wavefront sensor, is valid for all the wavelengths. An adaptive Optics system
working in this configuration is called polychromatic AO system. Finally, it
is important to stress that for a polychromatic system the r0 we referred to
above estimating the number of actuators and the number of sub-apertures is
computed at the correcting wavelength (in the NIR).

5.3 Reference Source and its Angular Distance
from the Scientific Object

The main effect that limits the usefulness of an AO system as described up
to now is the so-called angular anisoplanatism. The angular anisoplanatism
issue was analyzed by Fried [13] and later by other authors. We have already
mentioned that because the reference star has to be considerably bright, the
scientific target is rarely used as a reference star. Instead, a closely positioned
star of high enough magnitude is used. To see how close the reference star
has to be, we consider Fig. 10. In the figure, the telescope entrance pupil
and a single turbulent layer are represented. As clearly shown, the two rays
crossing the same point of the entrance pupil and coming from the scientific
and reference objects, respectively, do cross the turbulent layer in two different
points. In the sketch (Fig. 10), the reference source is located at an angular
distance θ = r0/h from the on-axis scientific target. The phase perturbations
relevant to our discussion are also shown in Fig. 10 . In particular, Φ1 is

Reference
source

Scientific
object

ϑ0 ≈ r0 /h
Φ1

h

DM correction

Φ3

Φ2
Φ4

r0

Fig. 10. The figure reports the geometrical arrangement to quantify the wavefront
sensing error due to the angular distance between the reference source and the scien-
tific target. The Φi are the different phase perturbations involved in the discussion
in the text
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the phase perturbation on the considered layer at high h; Φ2 is the phase
perturbation experienced by the scientific object placed on-axis, while Φ3

is the one experienced by the off-axis reference star. The DM is driven to
introduce the correction following the phase peak of Φ3. The result of this
correction is represented as Φ4. This error is called named it such angular
anisoplanatism, after Fried [13]: Now we have found as a coherence distance
of the atmospheric perturbation the Fried parameter r0. With this in mind,
it is easy to realize that the maximum angle θ allowed between the reference
and the scientific object is given by

θ 	 r0/h (23)

this particular value of θ called isoplanatic angle and is usually indicated as
θ0. The effect of angular separation between reference and scientific target is
illustrated in Fig. 23. Substituting real values for r0 and h, like 0.2m and
10 km, we find θ = 4 arcsec. This angle is quite small and usually does not
allow us to find the 10 mag star we need. It is exactly this problem that limits
the sky coverage of an adaptive optics system or the fraction of sky that can
be observed efficiently.

5.4 An Estimate of the AO Systems Sky Coverage

The sky coverage (SC) is defined as the percentage of the sky that can be ob-
served using the AO system. This sky fraction is given by: SC = πθ20 ·N∗

m0
/4π,

where θ0 is the isoplanatic angle, N∗
m0

is the number of stars having magni-
tudem < m0. Finallym0 is the AO system limiting magnitude identified using
(27). Computing the SC requires a model for the star density as a function
of the celestial coordinates. We summarize here all the equations obtained
in previous sections and used to quantify the actual sky coverage of an AO
system. The formulae we identified are:

Nact = (D/r0)
2 (24)

τ0 	 r0/v (25)

Nsub = (D/r0)
2 (26)

Φref = vD2/r30 (27)

θ0 	 r0/h (28)

Combining these basic equations J. Beckers [2] compiled a table that we
present in Fig. 11. In this table, the various AO system parameters are identi-
fied as a function of the values of r0, τ0, and θ0. Figure lists the sky coverage
of the AO system as a function of the correcting wavelength. The sky cover-
age in the K band is 14% but it goes down to 5% in J band. In the visible
wavelength regime the situation gets dramatically worst. This is mainly due
to the third power dependance of the needed reference flux from r0 which in



Basic Concepts and Parameters of Astronomical AO Systems 61

Fig. 11. A table taken from the J. Beckers’s review published in 1993 [2]. The
situation is now changed due to the use of laser-generated reference stars

turn is almost linearly proportional to λ6/5. In the V band the sky coverage is
of the order of some parts per million. As already mentioned this was the big
limitation of the astronomical AO system at the time Beckers was writing.
The solution to this problem was proposed in 1985 and is described in the
next section.

6 Solving the Sky Coverage Problem: The Artificial
Reference Sources

As we have seen, the main limitation of an astronomical AO system, as de-
scribed till now, is the limited sky coverage. This limit is due to the relatively
small number of stars bright enough to be used as a reference source. To solve
this problem, in 1985, R. Foy and A. Labeyrie [8] proposed the use of an arti-
ficially generated reference star. To generate this kind of source, the authors
proposed the use of the resonant backscattering from atoms and molecules in
the free atmosphere. A favorable one was the sodium atom. Sodium atoms
accumulate at a height of ∼90 km.

The resonant backscattering of such atoms can be excited using laser light
tuned at the wavelength of 589 nm. This produces photons (which return
to the telescope) from a given location in the sky. In addition, the reference
source location is determined by the laser pointing direction and can be moved
at will, and placing the reference source close to the scientific object solves
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the sky coverage problem. This type of laser system is called a laser guide
star (LGS) and is now a reality for most 8–10 m class telescopes. It will also
be a key issue for the ELTs of the future. However, even if the use of LGSs
increase substantially, the resultant SC will still not be the 100% desired by
the astronomers. This is due to two effects briefly explained below.

6.1 The Tilt Indetermination Problem

To explain the problem of tilt indetermination in the signal obtained by an
artificially generated reference star, let us consider the geometry of the laser
launch and measurement. There are several possible geometries for the laser
launch. However, the tilt indetermination problem holds, even if in slightly
different terms, for all possible launching and measurement geometries. We
will consider in our discussion one of the most commonly used geometries,
where the laser beam is launched from behind the telescope secondary mirror.
This situation is represented in Fig. 12.

The laser beam is focused on the sodium layer at an altitude of 90 kms.
The backscattered light is received by the full aperture of the telescope. The

Fig. 12. The above sketch depicts the laser beam launched from the telescope to
the Na layer to produce the artificial reference source. During the upcoming path,
this beam crosses the turbulent layer, introducing a tilt, which in turn generates a
displacement of the artificial star in the sodium layer. In this way, the tilt detected
on the LGS is the sum of the tilt experienced by the laser before the LGS generation
and the one experienced when the LGS beam is received by the telescope aperture
crossing again the turbulent layer
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global tilt of the wavefront should be detected as the laser spot displacement
in the telescope focal plane. However, the spot displacement measured is due
to two different terms. The first one is the tilt that the beam experiences in
going up to the 90 km altitude layer. This term is the tilt term due to the tilt
perturbation on the scale of the launching telescope, usually of the order of
30–40 cm. The second one is the tilt experienced by the wavefront that prop-
agates from the sodium layer down to the entrance pupil of the telescope. So,
the spot displacement is the sum of two tilts and is not a correct measurement
of the tilt of a natural guide star that crosses the atmosphere only once. Using
the LGS tilt to correct the tilt of the scientific object seriously degrades the
telescope angular resolution. To solve this problem several solutions have been
proposed [6, 9, 23], but the core solution is to measure the tilt term of the
wavefront perturbation using a natural guide star. In this case, we are back to
the initial problem of finding a reference star. However, there are two favor-
able circumstances that mitigate this problem. First, the isoplanatic angle for
the tip tilt measurement is larger than the usual isoplanatic angle, allowing
a larger sky region to be used for reference star searching. Second, the tilt
measurement is made with the full telescope aperture so that the the star
magnitude can be fainter than the standard magnitude needed for wavefront
sensing described in Sect. 5.2. Overall, the sky coverage for AO systems with
a laser guide star is usually improved and ranges between 30% and 90% [26].
These numbers have to be compared with sky coverage values of some percent
reported in Fig. 11.

6.2 The Focus Anisoplanatism Problem

There is a second problem that has to be taken into account when a laser
guide star is used as a reference star in an AO system. Because the reference
source is located at a finite altitude over the telescope, the waves reaching
the telescope are spherical. These spherical waves do not sample the same
atmospheric volume as the plane wave coming from the star, thus implying
that the aberration measured using the laser light is not exactly the same
as that experienced by the light of the scientific object. This effect was first
studied by Fried [14], who named it focus anisoplanatism, as it arises from a
difference in focus of the reference and the scientific object. The geometrical
situation is reported in Fig. 13, where a section of two sampled volumes is
reported for clarity. As shown in Fig. 13, the perturbations experienced by
a ray hitting a given point of the primary mirror are different depending
on the ray starting from a source at finite altitude or from a celestial object
assumed to be placed at infinity. [It is clear from what we stated in the previous
sections that when the distance d, shown in Fig. 13, is larger than r0, the focus
anisoplanatism error becomes significant].

Finally we note that due to the finite altitude some of the turbulence is not
sampled at all by the laser light. Following the analysis of this error given by
D. Fried, we find that the wavefront error due to this effect can be expressed
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Fig. 13. The above sketch illustrates how the finite altitude of the Na layer affects
the wavefront detection. The LGS is seen by the telescope as an object at a finite
distance. Due to this, two rays hitting the same telescope pupil point r, but coming
from the LGS and natural guide star (NGS) respectively, cross the turbulent layer
at different points at distance d

by
σ2 = (D/d0)5/3, (29)

where d0 is a parameter that scales with the wavelength as r0 having quite
a complicate expression [14]. The value of this parameter for a standard as-
tronomical site is about 4 m in the infrared. Hence, a single laser guide star
can be used to perform AO observations with a focus anisoplanatism error of
some radians squared in the near infrared.

7 LBT: An Adaptive Telescope

To show an application of adaptive optics to an 8m class telescope, we will
briefly describe the AO system of the Large Binocular Telescope (LBT). The
LBT with AO can be used in single dish or interferometric mode. The LBT
is a binocular telescope made up of two 8.4m primary mirrors. The mirrors
are placed on the same mount and can work as two separate units or as
an interferometer (the center to center distance of the two primary mirrors is
14 m). A drawing of the telescope is presented in Fig. 14. It is also interesting to
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Fig. 14. The Large Binocular Telescope mechanical drawing, showing the two pri-
mary mirrors supported by a single mount. Cylinders between the two primary
mirrors represents the adaptive intruments of the LBT. From bottom to top they
are LUCIFER, LBTI, and NIRVANA

note that LBT is possibly the first 8m telescope to have an adaptive secondary
mirror [24]. In other words, both the secondary mirrors of the LBT will have
672 actuators and can provide adaptive correction for all the telescope focii.
We will considered in the following all the instruments that are located at the
Bent Gregorian focal stations. Those stations and instruments are represented
by the cylinders in Fig. 14.

7.1 LUCIFER: The Single Dish Imager and Spectrograph

We begin our AO system description with LUCIFER6 [21], the NIR im-
ager and spectrograph placed at the front Bent Gregorian focal station of
LBT. This instrument can work in seeing limited or diffraction-limited con-
ditions with a Field of View of 4 × 4 or 0.5 × 0.5 arcminutes, respectively
(some instrument characteristics, particulary for these modes, are reported in
Table 1).

6 LBT NIR spectroscopic Utility with Camera and Integral-Field Unit for
Extragalactic Research.



66 S. Esposito and E. Pinna

Table 1. Some basic characteristics of LUCIFER’s imaging and spectroscopic modes

LUCIFER

Detector HAWAII-2 (2048 × 2048)
Bands Z J H K
MOS mode 30 position cold mask

Diffr. limited mode

FoV 0.5 × 0.5 arcmin
Scale 0.015 arcsec/pixel
Slit length ≤ 0.5 arcmin
R (K) 20600 (0.137 arcsec slit)
R (H) 28200 (0.100 arcsec slit)
R (J) 37100 (0.076 arcsec slit)

In the diffraction limited case, the atmospheric turbulence correction will
be provided by the First Light AO system (FLAO). This system is mainly
composed of the adaptive secondary mirror [24], a pyramid wavefront sensor
[7], and a custom electronic system for the real-time computations. Various
numerical simulations [5] were done to assess the performance of LUCIFER
when the AO system is in operation.

In Fig. 15, we report some simulation results that quantify the limiting
magnitude in the imaging mode. In particular, the plot quantifies the point
source magnitude needed in the H band, to achieve a SNR = 3 in 30 min
of integration, assuming as main noise the sky background brightness. The
H band sky background is assumed to be 13.5 mag per arcsec square. Note
that the table contains different curves showing the performance as a function
of the angular separation between the scientific object and the reference star
magnitude. The diffraction- and seeing-limited cases are reported as straight
lines for reference. Finally, the number of pixels used to detect the source is
optimized, and the top small table shows that the optimal size of the detection
region is of 75mas. This is about 2.4 times the FWHM of the LBT telescope
in the H band or the diameter of the first zero of the diffraction-limited PSF
(which contains about 80% of the incoming energy).

It is interesting to note that for very bright reference stars the perfor-
mances are worst when the reference star is located very close to the scientific
object (supposed on axis). This is due to the noise created by the photons
from the reference star in the scientific target image. The curves for the on-
axis reference star assume that the reference and the scientific object are the
same, meaning that there is no noise contribution from the reference source.
The number of the considered table can be scaled to give the detection limit
in terms of surface brightness assuming a spatial resolution of 75mas. To scale
the achieved results, the magnitudes of the y axis in Fig. 15 have to be sub-
tracted by 5.6 mag. A similar kind of plot has been calculated in the case
of the diffraction-limited spectroscopic observation with LUCIFER and are
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Fig. 15. Bottom: a plot of the limiting magnitude for detection of a point source
against the sky background as a function of the reference star magnitude. Top: a
2D representation of the optimal window width (x axis) for source detection as a
function of reference star magnitude (y axis)

reported in Fig. 16. In this case, the plot quantifies the point source magni-
tude needed to achieve an SNR = 3 in the H band, in the spectroscopic bin of
LUCIFER. The spectral resolution element is 0.06 nm set by the dimension
of the slit 	 0.1arcsec. Again, the main noise contribution is the sky back-
ground brightness assumed to be 13.5 mag. Even in this case, different curves
quantify the performance as a function of the relative distance between the
scientific object and the reference star. The curves for a diffraction-limited
telescope and for a seeing-limited telescope are reported for comparison. The
y axis magnitudes can be scaled to evaluate the detection limit for surface
brightness [mag/arcsec2] by subtracting 5.9 magnitudes. Doing so, the plot
represents the surface brightness, required to achieve a SNR = 3 in a spectral
bin as a function of the NGS magnitude.

7.2 The Adaptive Homothetic Interferometer

At this point, we enter the description of the most challenging part of the
LBT operation, the interferometric operations. Before going further, we go
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Fig. 16. A plot of the limiting magnitude to reach an SNR of three in the spectro-
scopic bin (0.06 nm) against the sky background as a function of the reference star
magnitude

through some basic concepts of interferometry to explain the definition of a
homothetic interferometer. Let us consider a single lens as shown in Fig. 17.
The main characteristic of the ideal lens is that the optical path length from
surface S to focal point P along each ray of the given wavefront is the same.
This condition holds for every direction in the FoV. For this reason, the rays
from any object in the FoV arrive at the corresponding focal point in phase

Fig. 17. A figure showing the basic behavior of a lens accordingly to paraxial optics
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and positively interfere. The lens glass thickness is calculated to compensate
the natural optical path difference of the incoming rays for all the FoV. In
this way, all the points located at different positions in the FoV have the same
image or, in other words, have the same Point Spread Function, as shown in
Fig. 2. Let us consider now the same lens but with a diaphragm covering it.
The diaphragm covers the entire lens, except for two small holes of diameter
D, placed at a separation b. This separation b is almost equal to the lens
diameter (Fig. 18). In this situation, the PSF width is slightly smaller then
the initial one (Fig. 19). This is because some portion of the lens having
a smaller baseline with respect to the two-holes distance has been rejected.
The image we get in the focal plane when D 
 b is usually referred to as
Young fringes pattern. In the left picture of Fig. 19, the PSF of a single hole
is reported together with the sinusoidal behavior of the interference of the two
chief rays from the given sub-apertures. The period of this last curve is λ/b.
The final PSF of the system is obtained by considering the two curves and is
represented in the right side of the picture. Going off-axis, the Young fringes
have a maximum in the location of the image position given by geometrical
optics. From a qualitative point of view, this happens because the phase delay
between the chief rays of the two sub-apertures is zero. This is due again to
the optical path compensation performed by the lens. Finally let us consider
now the case of the Michelson stellar interferometer [22] that is represented
schematically in Fig. 20. In this case, the light coming from a scientific object
is received using two mirrors of diameter D separated by a distance b, with no
optical power (M1 and M2 in the sketch). Then, the two beams are reflected
and redirected to a mirror with optical power, a lens (L1) in our design, to
be focused in the interferometer focal plane.7 The baseline of this setup is the

Fig. 18. The optical system made up by a lens and a two-holes diaphragm

7 Note that the big lens L2 in our representation is shown only to explain the
system behavior and is not part of the setup.
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Fig. 19. The elements involved in determining the PSF of the two sub-aperture
system. Left: The PSF of the single aperture of diameter D superimposed to the
sinusoidal behavior of chief ray interference for a couple of apertures spaced by a
distance b. Right: the two sub-aperture system PSF

distance between the two flat mirrors and can be much larger than the mirrors
diameter D, as is presented in the figure. Following the reasoning we did for
the two aperture case, we could say that the system PSF should have a width
that is much smaller then the PSF of the used mirrors. In particular, the ratio

Interf.
focal
plane

OPD 1

OPD 2 B.A.

M1
L2

OPD 2

D

Light from
observed object

D

b b'

L1

M2

Fig. 20. A schematic representation of the Michelson stellar interferometer. Two
sources are represented in the figure to compare the chief rays’ behavior for an
on-axis object and an off-axis object
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between the two PSFs should be D/b. The PSF of this interferometric setup
is reported in Fig. 21. The left PSF is achieved for an on-axis object, and the
center PSF is achieved for an off-axis object. In both cases, a noticeable gain
is achieved in angular resolution because of the small fringe spacings in the
PSF. As anticipated, the fringe spacing is a factor D/b smaller then the PSF
of the single lens of diameter D (left plot of Fig. 21). It is usual, however,
for the PSF shape to change with field of view positions. This means that
an image composed of several points will be reimaged through the mentioned
system using a different PSF per each point of the FoV. In this case, the image
we obtain is no longer a good reproduction of the observed object intensity
pattern. Why did this problem not occur with the lens or with the lens and two
sub-aperture we described before? As already mentioned, in the lens case the
lens glass compensates for the geometrical difference in optical path so that
all the rays from a given source arrive in phase at the focal point. In this case,
something different happens. A simple idea of the system behavior is found by
considering the small inset B in Fig. 20. The two wavefront portions, coming
from an off-axis object and sampled by the two mirrors, arrive on the lens
with an optical path difference highlighted in the inset by the solid arrow.
This is the optical path difference OPD 2, which the big lens L2 would have
compensated for, to keep the PSF stable in the field of view. However, the
optical path that the lens L1 compensates (at that particular position in the
field of view) is different from the one considered above and corresponds to the
optical path difference OPD 1 identified by the dashed line.8 For this reason,
the two chief rays from the considered mirrors do not interfere positively
in the case of an off-axis source. In other words, the sinusoidal pattern we
introduced in Fig. 19 is shifted, with respect to the mirrors PSFs, because
of the uncompensated optical path difference. This effect changes the PSF
shape with respect to the on-axis case. It is easy to see that this effect is

Fig. 21. Left: the on-axis interferometric PSF. The PSF maximum is in the center
of the profile. Center: the off-axis PSF. The maximum of the PSF is not in the center
of the profile. Right: the PSF of the single aperture of diameter D

8 The dashed line is obtained by considering the wavefront surface perpendicular
to the initial propagation direction, identified by the off-axis object position in
the sky.
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not present on the on-axis object, where for symmetry reasons the sinusoidal
pattern remains centered on the mirrors PSF.

Now, what is the difference of the present setup from the lens and the
two sub-apertures case we already considered? In this interferometric case,
the entrance pupil (the two mirrors of diameter D placed at distance b) is not
purely scaled on the re-imaging lens L1. In fact, the mirror diameter remains
the same while the mirror separation is scaled from b to b′. This violation
to a pure scaling or re-imaging of the entrance pupil of the interferometer
generates the optical behavior, where the PSF is not constant with the field
of view. An interferometer where the pupil is purely scaled in all the optical
train is called homothetic and creates real images of the source. However, no
scaling is perfect, and so it is important to understand what is the limit that
can be tolerated, when an interferometer is used to produce real images. Let
us consider the left picture of Fig. 22, where a homotethic configuration is
sketched. Note that the two lenses have been added before the folding mirrors
to collimate and compress the beams. In formulae requiring the homotheticity
means using the symbols defined in figure:

b

b′
=

D

D′ (30)

In this case, the chief rays are in phase for all the points of the field of
view. Now, suppose that the interferometer aperture is correctly scaled in the
plane of the refocusing lens L1 (as shown in the right picture of Fig. 22).
However, one of the two apertures is linearly displaced in this plane by an
amount ε. Then let us consider the case of a wavefront having a tilt with an
OPD amplitude of Nλ over the interferometric pupil. This is the case of an
off-axis object placed at N times the angle λ/b. At the re-imaging lens the
wavefront has a slope of Nλ/b′. The displacement of one side of the aperture,
the one represented as displaced on the right side in the picture, introduces a
phase delay with respect to the perfect case equal to

Nλ/b′ε

as graphically shown in the picture. If we require that the displacement of the
sub-aperture does not perturb the image we have to require

Nλ/b′ε << λ (31)

or
ε << b′/N (32)

This last equation states the precision required in the positioning of the two
apertures when the homothetic condition is required on a field of view of Nλb.
In other words, the equation states that the precision in the re-imaging process
has to increase as the required field of view. In the LBT case, for example,
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Fig. 22. A figure showing a homothetic interferometer. The right side of the picture
is the basic homothetic arrangement while the left picture outlines the main elements
used in the homothetic condition computations

the infrared instrument with interferometric capability called NIRVANA has
an infrared camera mounted in the interferometric focal plane. Because the
field of view of the camera is 15×15s arcsec, and the interferometer resolution
λ/b is about 18 milliarcsec, the quantity N is equal to about 750, and b/N
is found to be, for a 100mm pupil spacing on the reimaging optics, equal to
0.13mm. Requiring that the aperture displacement be much smaller leads to
displacements of the order of 0.01mm or 10 μm. Thus in the pupil re-imaging
process the image centering has to have an accuracy of 10 μm. Many other
effects can produce the same loss of homotheticity such as, pupil rotations,
the pupil magnification, and so on. For all these effects, a similar computation
can be done to show what is the limit for a rotation or magnification error
when a certain homotheticity is required.

8 Interferometric Instrument at LBT

To complete our description of the adaptive instruments of LBT, we report
in this section about the two interferometric instruments of the telescope.
Remember that the LBT has two primary mirrors of 8.4m with a center
to center distance of 14m, achieving the maximum equivalent resolution of
a 23m aperture. The opto-mechanical design of LBT allows one to obtain
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a homothetic interferometer in both the interferometric focal stations (top
and central cylinders in Fig. 14). All interferometric instruments use adaptive
optics to improve performance.

We will start with the European interferometric instrument, briefly men-
tioned above, called NIRVANA [16]. The instrument objective is to realize
interferometric images adaptively corrected on a large field of view (15 × 15
arcsec). Images are taken in the NIR 1–2.2 μm. The instrument is built in col-
laboration with the Istituto Nazionale di Astrofisica in Italy, the Max Planck
Institute fur Astronomie in Heidelberg, The Max Planck Institute for Ra-
dioastronomy in Bohn, and the University of Cologne. The main sub-systems
of NIRVANA are the beam combining optics, the Multi Conjugate Adaptive
Optics system (MCAO) having four deformable mirrors and six wavefront
sensors, the fringe tracker camera to sense the differential piston of the two
subapertures, and finally an NIR camera having a field view of 15 × 15 arc-
seconds. A drawing of NIRVANA is reported in Fig. 23, where some details of
the MCAO sub-systems are visible. The instrument assembly is shown, in the
bottom left inset, mounted in the structure of LBT as a large box between the
primary mirrors. A simulated image obtained with NIRVANA is presented in
Fig. 24. Here a stellar field of 15 × 15 arcseconds is shown. The particular
shape of the PSF with the three central fringes, similar to the PSF we al-
ready discussed in the case of the simple lens, is evident. Even in this case,
the number of side lobes is due to the ratio between the aperture diameter,
8.25m, and their separation, 14m. The interferometric images of LBT taken
with the telescope in a given orientation with respect to the celestial coordi-
nates will contain this feature so that the full resolution of the interferometer

Fig. 23. A drawing of the NIRVANA instrument as mounted in the azimuth plat-
form. The small box in the bottom left corner shows the instrument in the telescope
structure, while the large figure shows the main components of the AO system of
NIRVANA
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2048 × 2048 HAWAII-2
15 × 15 arcsec FOV

Fig. 24. A simulated image of a 15 × 15 arcsecond stellar field as seen from the
LBT interferometric instrument NIRVANA. The three fringes of the interferometric
PSF of LBT are clearly visible

is achieved only in the fringe direction. However, taking multiple images with
the telescope having the baseline projection in a different orientation with
respect to the celestial coordinates will allow the user to have the maximum
resolution in all directions. For more details on the image processing due in
the NIRVANA case the reader is referred to the [4].

The second interferometric instrument of LBT is the American interferom-
eter called LBTI (Large Binocular Telescope Interferometer) [18]. This instru-
ment is realized by the Steward Observatory. In Fig. 25, a mechanical sketch
of the instrument is shown. The two input focal planes of LBT telescopes (left
and right units) are located close to the top boxes labeled UBC (Universal
Beam Combiner). The principal aim of this instrument is to provide sensitive
nulling interferometric observations of nearby solar-like stars at 2−20 μ m. In
particular, LBTI will be used in collaboration with NASA to perform initial
observations for target selection of the U.S. spatial planet finder mission.

The nulling mode uses LBT as a Bracewelll interferometer [3] to produce
a dark fringe in the center of the field of view (Fig. 26). This acts as a corono-
graph allowing masses very close to the central star to be detected. However,
to produce a high contrast nulling interferometer, an adaptive optics correc-
tion is required. Two AO units will be used, placed at the two interferometric
focal stations. The deformable mirrors used will be the adaptive secondary
mirrors of the two telescopes. The nulling optics will be placed in the dewar
labeled NIL, while the nulling camera called NOMIC will be mounted in the
corresponding dewar. The arrangement of such a dewar is reported in Fig. 25.
Finally, LBTI is able to provide a beam combination compatible with wide-
field homothetic (imaging) interferometry in the thermal infrared 1–30 μ m.
The imaging cameras for that are indicated in Fig. 25 as Fizeau imagers.
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Fig. 25. A sketch of the opto-mechanical arrangement of the LBTI instrument.
The left and right side of the structure are close to the two LBT focal planes of the
interferometric station

Fig. 26. A sketch of the nulling interferometer principle, where two beams interfere
having a phase delay of π. This delay is introduced by using a dedicated optical
system

9 Conclusion

The paper has introduced the basic concepts and limitations of modern As-
tronomical AO systems. The most relevant parameters of such AO systems
have been outlined. Using the expression identified for such quantities, the
main limitation of Adaptive Optics, namely, the small sky coverage has been
analyzed. The present day solution to such a problem, the use of laser guide
star, has been described. Then, the diffraction limited instruments that will
be operational on the LBT telescope have been introduced. This should pro-
vide the reader with an idea of what will be available in the next few years
at the LBT telescope in terms of high angular resolution capabilities. Fi-
nally, we consider it very important for the astronomers of the next future to
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understand performance and limitations of AO systems that today appear to
be fundamental to the sub-systems of any 8–10m class telescopes and the key
subsystem of any Extremely Large Telescope presently under design.
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Abstract. In this contribution, I will review the diagnostic capabilities of near-
and mid-IR emission lines in the study of jets from Young Stellar Objects (YSOs).
I will then present recent applications applied to high angular resolution (HAR)
observations of jets in young embedded sources.

1 Introduction

The first observations of outflows in the infrared date back to the 1980s,
with the pioneeringH2 2.12 μm works (e.g. [2, 54]), where observations were
done with single channel detectors coupled with CVF filters. Since then, the
progress in IR observations has been enormous, thanks to the development
of sensitive IR arrays with progressively larger dimensions and to the higher
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spatial resolution now provided by the 8-m class telescopes with Adaptive
Optics (AO) system. Not only have ground-based NIR observations seen a
boost, thanks to technology development, but in the last decade, the ISO
and Spitzer missions have also shown the potential of mid-and far-IR spec-
troscopic observations, opening a new window for the study of warm gas at
low excitation. The new frontier in high angular resolution IR observations
is now represented by the IR interferometry, and projects like the VLTI and
CHARA are expected to make a new revolution in our understanding of jet
physics.

The fast improved quality of the data and the access to a large wavelength
coverage have also fostered the development of new and more sophisticated
tools for data interpretation. As a consequence, during the last years a large
variety of models for the interpretations of IR observations of outflows have
been developed, which run from line predictions in shocks to synthetic images
from disk-wind models and numerical simulations.

In this contribution, after an introduction on the advantages and comple-
mentarity given by observations of jets in the IR with respect to the optical
and on the limitations imposed by the atmosphere and technology, I will re-
view the properties of the main emission lines at near- and mid-IR wavelengths
and how they can be used to infer the main jet physical parameters. Finally,
I will present some recent results obtained by HAR observations in jets from
embedded young sources. NIR AO-assisted observations in T Tauri jets will
be reviewed in the Dougados contribution to this book. Other useful reviews
on IR observations of jets and outflows can be found in [3] and [45].

2 Advantages and Limitations of IR observations

Observing in the infrared presents a number of advantages, in addition to be-
ing the only way to probe species and physical domains that are not observed
at other wavelengths.

The most immediate advantage is the limited interstellar extinction, which
allow the observer to diagnose physical conditions of jets embedded in dense
environments, such as those of young protostars. Given AK∼0.1AV, in the
infrared one can ideally observe regions ten times more embedded than at vi-
sual wavelengths. In practice, this advantage is limited by technical problems,
which make IR observations less sensitive than in the optical (see below). IR
observations, in addition, make it possibile to diagnose gas at low excitation,
not emitted at optical wavelength, and thus to reveal physical conditions that
would be otherwise unproven. Indeed, gas excited at temperatures < 5000 K
and densities >104 cm−3 cools down only through atomic and molecular IR
lines.

Important lines from abundant atoms and ions such as [C i] , [S i] , [S ii]
λ6731, [N i] , [O i] λ6300, [Fe ii] are found in a wide range of wavelength
spanning near- to far-IR (see Sect 3.2 and Table 1), while H2 has a near-IR
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Table 1. Bright forbidden lines in the near- and mid-IR spectral range

Species Transition λa Eup nb
cr

μm K cm−3

Near-IR lines

[Fe ii] 4D7/2 −4 F9/2 1.644 1.14 104 7.2 104

[Fe ii] 4D7/2 −6 D9/2 1.257 1.14 104 7.2 104

[Fe ii] 4D7/2 −6 D7/2 1.321 1.14 104 7.2 104

[Fe ii] 4D5/2 −4 F9/2 1.533 1.21 104 5.5 104

[Fe ii] 4D3/2 −4 F7/2 1.599 1.25 104 4.3 104

[N i] 2P3/2 −2 D5/2 1.040 4.12 104 3.0 106

2P1/2 −2 D5/2

[N i] 2P3/2 −2 D3/2 1.041 4.12 104 3.0 106

2P1/2 −2 D3/2

[S i] 1D2 −3 P2 1.08 1.32 104 7.0 105

[S i] 1D2 −3 P1 1.13 ′′ ′′

[S ii] 2P3/2 −2 D3/2 1.029 3.52 104 1.7 106

[S ii] 2P3/2 −2 D5/2 1.032 ′′ ′′

[S ii] 2P1/2 −2 D3/2 1.034 3.51 104 2.3 106

[S ii] 2P1/2 −2 D5/2 1.037 ′′ ′′

[C i] 1D2 −3 P1 0.983 1.45 104 1.1 104

[C i] 1D2 −3 P2 0.985 ′′ ′′

Mid-IR lines

[Fe ii] 4F9/2 −6 D9/2 5.34 2692 840
[Fe ii] 4F7/2 −4 F9/2 17.9 3494 4.1 104

[Fe ii] 6D5/2 −6 D7/2 26.0 553 1.6 104

[S i] 3P2 −3 P1 25.2 570 4.2 104

[Si ii] 2P3/2 −2 P1/2 34.8 411 1.2 102

[Ne ii] 2P3/2 −2 P1/2 12.8 1115 5.4 104

avacuum wavelength.
b critical density for collisions with electrons at Te=104 K.
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spectrum widely used to study the molecular jets usually associated with
young Class 0 and I protostars. The far-IR, on the other hand, contains
the rotational transitions of the most abundant molecules in non-dissociative
shocked gas, such as CO and H2O.

Observations in the IR, however, suffer several limitations. At ground,
atmospheric transmission is above 50% only in few windows below 20 μm.
Longer wavelengths can be observed only with telescopes mounted on aircraft
or satellite missions. In addition to the absorption, the atmosphere emits
in the infrared, introducing a strong background that needs to be removed
from the scientific observations. Below 2.2 μm, the main contribution to the
sky emission comes from the forest of strong OH roto-vibrational lines. Above
2.5 μm there is thermal emission both by the atmosphere and by the telescope
with its warm optics that dominates the background. Chopping and beam-
switching techniques are required to limit the small scale spatial and temporal
fluctuations of this background. Because of that, observations above 2.5 μm
from ground remain limited in sensitivity and are much more efficiently done
from space.

The main limitation on the spatial resolution that can be reached in the IR
comes from diffraction. For a 8m telescope at a wavelength of 2 μm, the diffrac-
tion disk corresponds to an angular diameter of ∼ θ′′ = 0.5λμm/Dm = 0.12′′,
while at 10 μm the angular diameter is 0.9′′. The diffraction limit at a given
wavelength can be compared to the seeing disk, whose size is described as λ/r0,
where r0, the Fried parameter, is the length over which the incoming wave-
front is not significantly disturbed by motions in the atmosphere. r0 depends
on the wavelength as r0 ∝λ6/5, with the seeing disk varying as θ∝λ−0.2. At
2 μm, in good atmospheric conditions, the seeing is of the order of 0.4–0.5′′ ,
which means that the resolution of an 8-m diffraction-limited IR instrument
is about a factor of 4 better than a seeing-limited instrument. Adaptive Op-
tics (AO) devices can, therefore, improve the spatial resolution of a near-IR
device on a large telescope, but this improvement becomes less and less im-
portant at longer wavelengths or with telescopes 4m or less. For example, the
diffraction-limited NICS camera on HST (2.4m) has a resolution similar to
an 8-m seeing-limited telescope on ground (Fig. 1).

Furthermore, the big limitation of the so-far operational AO systems is
the need of optical guiding stars in a relatively small field of view of a dozen
arcsec. In practice, this implies that the target source should be relatively
bright in the R band, making it impossible to use these devices to observe
embedded YSOs. In the study of jets, this is a significant limitation, since
bright IR lines are usually observed more frequently in jets from very young
and optically invisible protostars. At present, the only instrument making use
of a guiding star IR sensor is NACO working at VLT; it, however, requires
stars with K magnitude greater than 8, making limiting its use to only few
targets. In the near future, the use of artificial laser guide stars will alleviate
this problem, although long exposures will still need a natural star for tip-tilt
motions not corrected with laser (see the lecture by Esposito in this volume).
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Fig. 1. Top: Diffraction-limited HST-NICMOS image of the HH111 jet central re-
gion obtained through a filter sensitive to [Fe ii] emission at 1.64 μm [44]. Bottom:
Seeing-limited continuum subtracted Subaru image of the L1551 jet in a narrow
band filter centered on the [Fe ii] 1.64 μm line [42]. The spatial resolution attainable
by the two instruments is comparable owning to the difference in their sizes

3 Diagnostics with IR Lines

3.1 Optically Thin and Collisionally Excited Lines

Before describing the main diagnostic IR lines, it is instructive to give a brief
account of how the main physical parameters are derived from the analysis of
forbidden lines excited in jets. A more detailed and rigorous account is found
in the chapter of this book by Hartigan. The interpretation of forbidden lines
is made simple by the fact that in the jet physical conditions the lines are
usually optically thin and excited by collisions. In ionized jets, atoms and
ions are excited by electron collisions, while in neutral and molecular regions
atomic and molecular hydrogen are the more important collision partners.

The intensity per unit area and solid angle of a line connecting two levels
j, i can be written as

Iν =
hν

4π
Aj,i

∫
fjn ds , (1)

where ν is the frequency of the line, Aj,i is the Einstein coefficient for spon-
taneous radiative rate, fj=nj/n is the fractional population of the level j,



84 B. Nisini

n is the particle density of the emitting species, and the integration is taken
along the line of sight. The partition of ions between the different levels can be
determined by assuming that the population have reached steady-state under
collisional excitation:

ni

⎛
⎝∑

j

n0γi,j +
∑
j<i

Ai,j

⎞
⎠ =

∑
j

njn0γj,i +
∑
j>i

njAj,i, (2)

where γi,j is the collisional rate coefficient for the transition between i and
j and n0 are the collision partners. The γi,j coefficients (that have units of
au3 s−1) represent the velocity-averaged collisional cross sections of the col-
liders and depend on the temperature:

γi,j =< σi,jv >=
4
π

( μ
2kT

)3/2

dv(σi,j(v)v)v2 exp(−μv2/2kT ) (3)

Therefore, the dependence on the temperature in the (2) is implicit in the
γi,j coefficients. The sum is taken over all the levels that are populated: In
nebular conditions, such as those found in jets, only the levels of the lowest
multiplets are excited, and (2) in most of the cases reduces to a system of three
or five equations. A significant exception, important in the IR, is Fe that has
several multiplets at energies less than 30, 000 K and thus many lines excited
in nebular conditions (see Sect. 3.3). One important parameter that influ-
ences the diagnostic capability of a single line is the critical density, which is
given by

ncr =
∑
j<i

Ai,j/
∑
j �=i

γi,j . (4)

For densities much larger than the critical density of a given level, collisions
dominate over radiative rates, and the level population is given by its thermal
equilibrium value,

fi =
ni

n
=

gi exp(−Ei/kT )∑
j gj exp(−Ej/kT )

, (5)

where gj is the degeneracy of the state j and Ej its excitation energy. In
this limit, the level population does not depend on the total density anymore,
and the line intensity is proportional only to the column density N(cm−2) =∫
n ds. On the other hand, if the density is lower than the critical density, the

collisional de-excitation from level i is negligible (i.e. sub-thermal excitation)
and fi can be approximated as

fi =
n0

Ai,j

∑
j≥i

γ0,j , (6)

where γ0,j is the collisional rate coefficient to state j from the ground state,
and the summation is taken over all states j whose decay leads eventually to
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population of state i. In this situation, the line intensity is proportional to∫
n0n ds.

One important consequence of the above discussion is that the the ratio
of lines from the same species, but with different critical densities is sensitive
only to the density of the collider, provided the lines have a similar excitation
energy. This is usually the case if one considers pairs of lines coming from the
same multiplet, as the [S ii] λλ 6716,6731 that are normally adopted to derive
the electron density in atomic jets. We will see in the following that similar
pairs of lines can be found in the IR that probes different density environ-
ments. On the other hand, the ratio of two lines probes the gas temperature if
the lines originate from levels with different excitation energy; this happens if
one considers transitions from different multiplets of the same species. It de-
rives that if a single spectrum contains two transitions coming from the same
multiplet, and one transition comes from a different multiplet, one can use the
ratios among these transitions to infer both temperature and density from a
single observed species. This happens, for example, with the iron spectrum,
as is shown in Fig. 2 and discussed in details in Sect. 3.3.

3.2 IR Lines Excited in Jets

Figure 3, showing the near- and mid-IR spectra of the Herbig–Haro object
HH 54, illustrates the main lines that are excited in YSOs jets. In Table 1, the
brightest atomic and ionic lines falling in the IR are also listed, together with
their main parameters. Atomic lines are usually observed in neutral or single

μ

μ
μ μ

μ

μ μ μ

T
T

n

n

Fig. 2. Diagnostic diagrams for ne and Te determination based on different [Fe ii]
lines. On the left is a diagram constructed combining the near-IR density sensitive
ratio 1.64 μm /1.53 μm and the temperature sensitive ratio between the 1.64 μm
and the optical 8620 Å line. The symbols indicate the line ratios observed in the
HH1 jet knots (from [37]). On the right, a diagram based on bright mid-IR [Fe ii]
lines is shown
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μ

μ

Fig. 3. Spectra of different knots in the Herbig-Haro object HH54 obtained in the
near-IR with ISAAC on VLT (top, [22]) and in the mid-IR with Spitzer (bottom,
[34])
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ionized form, typical of a low excitation nebular spectrum. Most of these
lines, both in the near- and in the mid-IR, are from [Fe ii] fine-structure
transitions. The iron lines originate in the same gas component which gives
rise to the optical spectrum, tracing gas at low ionization with temperatures
in the range 8000–20000 K and densities 103–105cm−2. Until very recently,
the only [Fe ii] lines detected in jet spectra were the bright 1.25 and 1.64μ
transitions (i.e. [23]). With the use of sensitive instruments, the complete Fe+

IR spectrum has been observed, and these lines are now widely used to infer
physical parameters in ionized flows. A full account of the diagnostic capability
of [Fe ii] lines is given in Sect. 3.3.

In the Z and J band, there are additional ionic lines that can be used to
constrain the gas excitation conditions. These include [S ii] and [N i] tran-
sitions consisting of four closely spaced lines for each species ([S ii] at 1.029,
1.032, 1.034, and 1.037μm, and [N i] at 1.0400, 1.0401, 1.04100, and 1.04104
μm) having excitation energies of ∼35 0000 and 400000 K, respectively, and
thus observed only in the most excited jet knots. The [S ii] 1.03 μm lines can
be in principle used in combination with the [S ii] λλ6716,6731 (Tex ∼15 000
K) to estimate the electron temperature, following what is described in Sect. 9.
For this purpose, however, one needs to be sure that the IR and optical ob-
servations cover the same jet area and have been inter-calibrated to give a
meaningful line ratio (see e.g. [37]). Similarly, the [N i] lines at 1.04 μm could
be used with the [N ii] λλ6583,6548 optical lines to determine the ionization
fraction in the jet beam. Additional bright lines are those of [C i] at 0.9824 and
0.9850 μm. These transitions are observed in low excitation conditions, and
the [C i]/[S ii] ratio is a very good indicator of excitation in HH objects. In the
mid-IR, other bright atomic transitions are the fundamental lines of [Si ii] and
[S i] at 34.8 and 25.2 μm , respectively, and the [Ne ii] at 12.8 μm. While the
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former probe poorly excited neutral gas (having excitation temperatures in
the 100–500 K range), the [Ne ii] , having neutral neon and ionization poten-
tial of 21.6 eV, is an indicator of high excitation conditions, like those rising
in high velocity and dense shocks (i.e. [26]). In highly excited and dense gas,
several H i recombination lines can also be detected in the near-IR, i.e. the
Paβ at 1.28 μm, the Brγ at 2.16 μm and the complete Brackett series in the
H band. Such lines that have critical densities in excess of 1010 cm−3 require
density conditions higher than the Hα line to be sufficiently populated and
thus are more often detected only in a spatially not resolved region around
the driving source.

As can be seen from Fig. 3, plenty of H2 molecular lines are detected in
the same region giving rise to the ionic transitions. The atomic and molecular
components come, however, from distinct regions in the jet, which are often
not spatially resolved. H2 transitions are excited in a gas component charac-
terized by molecular gas at temperatures not greater than 3000–4000 K. Such
a component can be present either in the external layers of an atomic jet
beam, at the region of the interface with the ambient medium, or in the wings
of bow shocks, where the velocity of the shock is not high enough to ionize
the gas. The diagnostic capabilities of molecular hydrogen will be discussed
in details in Sect. 3.4.

Important coolants in dense outflows can also be found in the far-IR,
especially the [O i] 63, 145 μm lines and pure-rotational lines of abundant
molecules such as CO, H2O and OH. These species have been so far observed
by the Infrared Space Observatory instrumentation at a very poor spatial
resolution limited by the diffraction of the 60 cm telescope (i.e. ∼80”). In the
near future, the Herschel satellite, with its 2.5m telescope, will be able to
improve in resolution which will however be still very limited by diffraction.
An account of the diagnostic capabilities of the FIR lines and of the results
obtained on jets by the ISO satellite can be found in [36].

3.3 Diagnostic with [Fe II] lines

In the cold molecular clouds, iron, like other refractory species such as C
and Si, is locked into dust grains and thus its gas-phase abundance is ex-
tremely low. Along jet beams and in shocked regions, sputtering and photo-
evaporation processes can destroy all or part of the dust grains, releasing Fe in
gas-phase [14, 29]. Given its rather low ionization potential (7.9 eV), iron is al-
most all single ionized in the physical conditions typical of jets environments,
and, due to its particular electronic configuration, gives rise to an extremely
rich optical and IR line spectrum, mainly responsible for the gas cooling in
dense atomic jets. The near-and mid-IR [Fe ii] lines originate from transi-
tions involving the first 16 fine structure levels (see Fig. 4). In the near-IR,
the brightest lines are those connecting the fine structure levels of the 4D
term with the levels of the 4F and 6D terms. These levels have very similar
excitation temperatures, ranging from ∼11 000 to ∼12 000 K, and thus their
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ratio is poorly sensitive to the gas temperature. On the other hand, having
different critical densities (between 104 and 105cm−3), line ratios can be ef-
fectively used to diagnose the electron density, as explained in Sect. 9. Several
ratios can be used for this purpose, the most useful being the 1.533/1.644 μm,
1.60 μm/1.644 μm , and 1.67 μm/1.64 μm. It is important to note that owing
to their large critical density, such lines need an electron density higher than
103cm−3 to be efficiently excited, thus they cannot be used as an alternative
for diagnostics in low density jets, such as those often found in T Tauri stars.

To measure the gas temperature from [Fe ii] line ratios, one has to con-
sider also transitions originating from the upper 4P term that have excitation
energies of ∼19 000 K. Such transitions, however, either fall in regions of poor
atmospheric transmission, such as the 1.811 and 1.813 μm lines or fall in
the optical range, such as the bright 0.8617 μm line. A combined optical/IR
analysis is, therefore, required to simultaneously derive ne and Te from the
[Fe ii] lines (see [37, 41]), which are a powerful diagnostic since they rely on
ratios from lines of a single species, thus unaffected by any assumption on the
abundance (Fig. 5, left panel).

It is, however, important to keep in mind that the excitation conditions
traced by IR [Fe ii] lines are different from those traced by bright optical
lines such as [S ii] λλ 6716,6731 and [N ii]λλ6583,6548 (see Hartigan in this
volume). This has been demonstrated by recent studies combining optical and
IR diagnostics of the same jets: [Fe ii] lines probe gas denser and colder than
optical transitions and are likely originated in a cooling layer located at a
distance from the shock front larger than that generating the optical lines,
where the compression is higher and the temperature is declining (see Fig. 5
right panel).

Another very important information that can be retrieved from the NIR
[Fe ii] lines is the amount of visual extinction toward the emitting gas com-
ponent. This is possible by using pairs of optically thin lines originating from
the same upper level but separated enough in wavelength. In this case, the
theoretical intensity ratio depends only on frequency and transition proba-
bilities (cfr 1) and not on physical conditions in their emission region. Their
observed ratio can be therefore written as

Iλ1/Iλ2 = Aλ1λ2/Aλ2λ110−E(λ1−λ2)/2.5; (7)

hence, the color excess at the wavelength of the considered lines (E(λ1 −λ2))
can be easily measured from the observed ratio. The visual extinction AV can
be then retrieved from the color excess adopting an extinction law. Suitable
ratios are the 1.64 μm/1.25 μm and 1.64/1.32 μm, which involve the brightest
[Fe ii] transitions in the near-IR range. One needs, however, to be aware
that the goodness of this AV determination depends on how precise by the
transition probabilities are known. In fact, given the complex atomic structure
of Fe+, the computed radiative transitions are still subject to a certain degree
of uncertainty, and different references report values that can differ up to
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20%. The two more updated calculations of [Fe ii] fine structure radiative
rates are from [38] and [43]. The intrinsic ratios of 1.64 μm/1.32 μm and 1.64
μm/1.25 μm lines differ in adopting one reference or the other. In general,
adopting radiative rates from [38] higher extinction values, up to a factor
of two, with respect to the value estimated from the [43] rates are derived.
In addition, even taking the same set of theoretical rates, the AV that one
gets from the 1.64 μm/1.32 μm ratio is usually lower than the value measured
from the 1.64/1.25 observed ratio (see Appendix B in [37]). Recently, [49] have
empirically estimated the radiative rates of most of the NIR transitions from
a high S/N spectrum of P Cygni: their derived values differ from both the [43]
and the [38] theoretical coefficients but are closer to the latter. Comparing the
AV values derived adopting different [Fe ii] lines and radiative rates with the
AV estimated by other observational means in the same region (e.g. H2 ratios
or Balmer decrement), it can be empirically shown that the more reliable
values of AV are obtained by adopting the 1.64 μm/1.25 μm theoretical ratio
from [43] or the 1.64 μm/1.32 μm ratio from [38].

A different diagnostic application of the IR [Fe ii] lines examines the
possibility of measuring the amount of gas depletion in jets, thus setting con-
straints on the degree of grain destruction by shocks. For this purpose, one
has to measure the absolute gas-phase Fe abundance in the investigated region
and compare it with the solar elemental abundance. Any difference in these
two values indicates that part of the iron is still locked on grains and that
dust is still present in the jet beam. To quantitatively derive the gas-phase el-
emental abundance, however, one has to compare the [Fe ii] emission with the
emission of a non-refractory species of known abundance that originate in the
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same region. A very direct method, suggested by [39], is to consider the ratio
between [Fe ii] 1.25 μm and [P ii] at 1.18 μm. Phosphorus is a non-refractory
species and its 1.18 μm line has about the same excitation conditions as the
[Fe ii] 1.25 μm line. Under these conditions, the expected ratio should be
about [Fe/P]/2∼56 assuming solar abundance for the two species. Measured
values indicate Fe gas-phase abundances lower than solar in a number of cases
(HH 1, HH34, and HH111, [37, 41]). In HH1, the Fe depletion is higher in the
inner and denser regions of the jet, where the high density gas has been less
reprocessed by shocks. The fact that Fe can still be partially depleted in jet
beams makes the derivation of the mass flux using this tracer and assuming
solar abundance only a lower limit of the real value. In spite of that, mass
flux values estimated in this way in a few Class I objects result in equal or
even larger values than the mass flux derived from the luminosity of optical
tracers, [S i] in particular [37, 41].

In the mid-IR, important [Fe ii] lines involve transitions between the 4F
and 6D multiplets and include the fundamental line at 25.98 μm as well as the
17.94, 35.35, and 5.339 μm among the brightests. These transitions probe gas
at lower electron density (103–104cm−3) and temperatures (i.e. 500–5000 K)
with respect to the gas observed in NIR lines (see Fig. 4). Therefore, they are
potentially a very important diagnostic tool to investigate embedded atomic
jets at low excitation, such as those expected from young Class 0 protostars.
The 5.339 μm line has been predicted to be one of the most important shock
coolants under a wide range of shock conditions [24]. These lines are inacces-
sible from ground-based telescopes and have been so far detected only by the
ISO and Spitzer instruments, with a very limited spatial resolution ranging
from 4′′ (Spitzer at 5 μm) to 20′′ (ISO-SWS at 20 μm). Examples of obser-
vations of mid-IR lines by these instruments can be found in [13, 34, 52].
The JWST mission, with its MIRI instrument, will provide access to these
important lines with a larger spatial resolution of ∼1′′.

3.4 Diagnostic with Molecular Hydrogen

Due to its homopolar nature, molecular hydrogen has no dipole moment
and thus all ro-vibrational transitions within the electronic ground state are
quadrupolar with low Aij rates. The molecule exists in two, almost indepen-
dent states, namely, ortho-H2 (H nuclei with parallel spins) and para-H2 (H
nuclei spins antiparallel). There are no radiative transitions between ortho-
and para-H2 but ortho–para conversion may occur through proton exchange
reactions between H2 and H0 and H+. The selection rules for quadrupole tran-
sitions are such that Δv = 0,±n and ΔJ = 0,±2, with v and J being the
vibrational and rotational quantum numbers, respectively. Thus the ground
state line at 28 μm corresponds to the transition J = 2 → 0 and has quite a
high excitation temperature of 500 K, meaning that H2 can be excited and ob-
served only in regions where the normally cold molecular cloud gas has been
sufficiently heated. In star forming regions, H2 is mainly excited either by
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radiative pumping into its electronic excited states, followed by a decay which
populates by cascade all the vibrational levels of the electronic ground state,
or by collisions between H2 molecules or with neutral H. The first process
occurs in the presence of far-UV radiation, such as in PDR regions and gives
rise to strong optical and IR fluorescent emission [4], while the second is most
typically found in shocks, and it is the main excitation mechanism observed
in jets and HH objects. The diagnostic of H2 is indeed extremely important
in the study of jets from young protostars, where the dense jet material is
mainly molecular and at low excitation and thus can be probed only with
abundant molecular tracers. In fact, H2 is the only abundant shock molecular
coolant that can be observed from ground, therefore its study is important
also for the understanding of the energetics involved in transferring energy
and momentum from the jet to the ambient medium.

The H2 pure rotational lines, which probe temperatures in the range 300–
1000 K, fall in the mid-IR spectral band and can be observed from space. The
near-IR spectral range is instead very reach of rotational transitions originat-
ing from the v=1–4 vibrational levels. Lines coming from the v=1 level probe
temperatures of ∼2000 K, but temperatures up to ∼4000 K can be evidenced
with the higher vibrational levels lines which fall in the J band (e.g. [21]). One
of the most studied lines, though not necessarily the brightest one, is the 1–0
S(1) line at 2.12 μm1 which is often mapped with IR-arrays equipped with
narrow-band filters centered at its central wavelength. Such maps have been
widely used to search for molecular jets in large areas of sky [16, 50].

The H2 transitions being quadrupolar, their radiative rates are two or three
orders of magnitudes weaker than the typical rates for molecular transitions:
Thus their critical densities are low, typically 102–103cm−3 at ∼2000 K, and
they are quickly thermalized. As we see in Sect. 9, the emission from optically
thin lines in LTE depends only on the gas temperature; hence the ratio of
different H2 transitions can be used as a thermometer for the gas in the
outflow. A simple way to derive the temperature from a set of observed H2

lines is through the construction of excitation, or Boltzmann, diagrams. In a
thermal distribution, the column density N(v, J) of a given level (v, J), with
respect to the total H2 density, is given by the Boltzmann distribution:

N(v, J)
N(H2)

=
gv,J

Q
e−E(v,J)/kTex . (8)

Here Q is the partition function, and the statistical weight gv,J is the
product of the nuclear spin statistical weight, which, in equilibrium, has values
of 1 and 3 for para- and ortho-H2 , respectively, and the rotational statistical
weight, which is (2J + 1).

1 The notation of H2 transitions is such that the change in vibrational state is
written first (e.g. 1–0) and the rotational change second with the following code:
S denotes a change of ΔJ=−2, Q corresponds to ΔJ=0, and O to ΔJ=+2, while
the number in parenthesis indicates the final rotational level.
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Column densities in the different levels can be derived from the measured
intensities Iv,J adopting (see. (1))

Iv,J =
hν

4π
Av,J N(v, J) . (9)

Combining these expressions, one derives that

ln
N(v, J)
gv,J

= ln

(
Iv,J 4π

gv,JhνAv,J

)
= −E(v, J)

kTex
+ ln

N(H2)
Q

, (10)

i.e. for a uniform temperature the natural logarithm of the N(v, J)/gv,J mea-
sured ratios should fall on a straight line when plotted versus the excitation
energy E(v, J), with a slope proportional to T−1

ex . In addition, the intercept
to zero of this straight line gives the total column density of the H2 molecules
involved in the emission (see Fig. 6). Being confident of the approximation
of single temperature thermalized gas, one can use the Boltzmann diagram
also to get a measure of the visual extinction. For this purpose, several tran-
sitions coming from the same upper level, and well separated in wavelength,
can be used, as we saw in the previous section. Very often such a procedure
is adopted using the ratio between pairs of v=1 transitions, such as the 1–0
S(i)/1–0 Q(i+2), which all lie in the K band. Such extinction estimates are,
however, not very accurate since (i) these lines are not sufficiently separated in
wavelength, their ratio is not sufficiently sensitive to extinction variations; (ii)
the 1–0 Q(i) lines fall in the 2.3–2.5 μm spectral range, where the atmospheric
transmission is very poor, so their fluxes are usually affected by large errors. If
the extinction is not too high, several bright pairs of lines lying between 1 and
1.35 μm can be more efficiently used for the extinction determination (see
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e.g. [5, 21]). Once temperature, extinction, and column density are known,
one can use these parameters to measure the total mass flux in the jet: This
can indeed be directly inferred in spatially resolved molecular jets from the
relationship

Ṁflux = 2μmHN(H2)A dvt/dlt , (11)

where μ is the mean atomic weight, mH the proton mass, A the area of the
emitting region sampled by the slit, dlt the projected length, and dvt the
tangential velocity that has to be measured from proper motion studies.

However, the assumption of a single temperature emission is an approxi-
mation that can be usually applied only if a limited set of lines with similar
excitation conditions are considered, e.g. the v=1–2 lines in the K band.
When transitions from several vibrational levels are involved, one may start
seeing a temperature stratification, depending on the temperature profile of
the post-shocked regions traced by the involved lines or owing to the presence
of shocks with different strengths in the beam. Temperature stratifications are
evidenced as a curvature in the Boltzmann diagram: Such a curvature is usu-
ally very marked when pure-rotational lines are included, as shown in Fig. 7,
where the near-IR H2 lines observed on L1157 are combined with ISOCAM
observations of 0–0 lines from S(1) to S(7) [5]. The latter clearly trace a gas
at lower temperature that is spatially associated with the warmer gas probed
by the v=1–3 transitions. An important consequence of this result is that the
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H2 column density derived from excitation diagrams employing near-IR lines
only can largely underestimate the total column density and consequently the
mass flux rate.

Deviations from a single temperature component may occur also when
considering lines at high vibrational state (v >3, see e.g. [20]), testifying that
the molecular gas can reach T > 4000 K in the post shocked gas. It has been
found that significant temperature stratifications are found more frequently in
optically visible HH objects, where the molecular gas is spatially associated
with atomic/ionic gas at higher excitation, while in jet knots showing up
only in the IR the temperature rarely exceeds 3000 K and can be fairly well
represented by a single-temperature slab of gas [21].

Another effect that has to be taken into account is the deviation from
LTE conditions in low density jets. If the post-shocked gas is compressed at
densities lower than 103cm−3, the H2 lines are not sufficiently thermalized,
and this effect can be evidenced in the Boltzmann diagram by observing that
the various vibrational manifold do not align on straight lines but present a
curvature (see Fig. 7).

In principle, the Boltzmann diagrams can be used to constrain the type of
shock giving rise to the H2 emission. In practice, however, this is not very easy
due to the large numbers of parameters involved in the models. In magnetically
driven pure C-type shocks2 the temperature remains fairly constant over most
of the post-shock region, with values which depend on the shock velocity and
range between 1000 and 3000 K [30]. Consequently, the Boltzmann diagram
of this type of shock is characterized by a single temperature component.
In curved C-type shocks, however, one can have the superpositions of sev-
eral C-shocks at different strengths, resulting in a temperature stratification
on the Boltzmann diagram. Low excitation temperatures (∼300–1000 K) are
predicted for the rotational lines and for 1–0 transitions, while moderate exci-
tation (1500–2500 K) are generally predicted for the higher vibrational tran-
sitions (see e.g. [15]). In any event, pure C-type shocks do not predict the
temperatures in excess of 3000 K that are sometime measured from the ex-
citation diagrams. The H2 spectrum of a pure J-type shock, on the other
hand, strongly depends on the shock velocity. For high velocity J-type shocks,
the gas is dissociated and ionized at the high temperatures attained at the
shock front; H2 reforms farther downstream, when temperature is decreased
to values below ∼500 K. Such types of shocks, therefore, predict low H2 ex-
citation temperatures. In low velocity J-type shocks, on the other hand, H2

is not dissociated and since the post-shock temperature profile significantly
varies with the distance from the shock front, the corresponding excitation
diagram displays a marked curvature structure, where also the high vibra-
tional levels are excited [48].

2 A full description of the difference between Continuous (C) and Jump (J) type
shocks can be found in [27].



96 B. Nisini

Further complications in the interpretation of Boltzmann diagrams derive
from the presence of high velocity bow-shocks, where the velocity at the head
of the bow is high enough to create a dissociative J-shock cup, while C-shocks
are developed in the bow-wings, where the velocity is lower (e.g. [46, 47]).
In addition, time-dependent shocks have been recently considered, with the
development of models for non-steady-state conditions. Such models show
that at early time shocks exhibit both C- and J- type characteristics and the
presence of a large temperature stratification in the H2 excitation diagram can
be explained by this single shock. The time scales for a shock wave to attain
steady-state depends on the density and for n ∼104cm−3 is of the order of 104

years. It is indeed possible to see these time-dependent effects in young flows
and measure the age of the flow, if the H2 excitation diagram is sufficiently
sampled over a large energy range [22, 32]. Deviations from steady-state can
be also evidenced in Boltzmann diagrams by measuring an ortho/para ratio
different from the equilibrium value of 3. In fact, if the gas temperature is
low enough, the timescales to reach the equilibrium value are longer than the
shock dynamical time. Such an effect has been indeed observed in the pure-
rotational spectrum of some HH objects [33, 34, 53], where an ortho/para
ratio of 1.2–1.6 has been measured (see Fig. 8).

Fig. 8. Boltzmann plot of the H2 pure rotational lines observed in HH54 by ISO-
SWS. Note how the ortho (J odd) and para (J even) lines display along two different
lines in the diagram, where the ortho/para ratio is equal to the equilibrium value
of 3. The observed displacement is consistent with an ortho/para ratio equal to 1.2
(from [33])
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4 IR HAR Observations of Jet in Embedded Systems

As we have briefly described in Sect. 2, intrinsic and technical limitations set
at present the maximum resolution that can be achieved from ground-based
near-IR instrumentation on 8-m class telescopes to ∼0.2–0.5

′′
, depending on

the possibility of using AO systems, on the seeing conditions and on the
brightness of the target. Nevertheless such limits permit the study of jets on
spatial scales of the order of 100–200 AU in the nearby clouds, and several
studies have been performed in the bast years to investigate the jet structure
and physical properties in the region close to driving star, to get insights on
the jet acceleration and collimation. Most of the works employing AO systems
have been applied to the study of relatively evolved Classical T Tauri (CTT)
systems and will be reviewed in the contribution by Dougados in this volume.
Here, I will concentrate on the results obtained in the study of embedded
young stars, the so-called Class I objects.

Many studies have been conducted in the past few years to investigate
the structure and kinematics of the base of atomic jets in these systems and
compare them to the more evolved CTT sources. This has been done through
long-slit spectroscopy, with the slit positioned both along and across the jet
and constructing the corresponding Position-Velocity (PV) diagrams illus-
trating radial velocity variations both as a function of the distance from the
central source and in the jet transversal direction ([8], see also Fig. 9).

A detailed study of this kind has been done on the L1551-IRS5 jet by
[42] with the IRCS instrument on Subaru. This is one of the first studies
that recognized in a [Fe ii] 1.64 μm PV diagram the presence of two velocity
components, a narrow High Velocity component (HVC) at V ∼ −300 kms−1

and a Low Velocity Component (LVC) at V = −100 kms−1 that is spatially
confined within ∼400 AU from the IRS5 source. This velocity structure is typ-
ical of the Forbidden Emission Line (FEL) regions observed in optical studies
of CTT stars (e.g. [25]) and indicates that the jets’ kinematical structure is
already defined at early evolutionary stages. Reference [40] constructed syn-
thetic [Fe ii] PV diagrams adopting the cold disk-wind model developed by
[18] and compared them to the PV diagram observed in L1551 (Fig. 9). They
found that the disk-wind model reproduces quite well the observed two veloc-
ity components but the LVC becomes weaker than the HVC too rapidly with
respect to the observations, where the LVC dominates over the HVC further
out, upto distances of ∼0.6′′ from the star. Also, the predicted electron density
is lower by one/two order of magnitude with respect to the values measured
by [28] from [Fe ii] line ratios. The same kind of problems have been found
in the comparison of cold disk-wind models with optical observations of CTT
stars (e.g. [31]). Additional heating at the jet base could improve the match-
ing between the predicted and observed PV diagrams, enhancing the relative
contribution of the LVC with respect to the HVC.

When more than one velocity resolved [Fe ii] line is observed, one
can study variations of the physical properties as a function of the jet



98 B. Nisini

Fig. 9. (a–b) [Fe ii] 1.644 μm emission maps (left) and position velocity diagrams
(right) taken along the L1551 jet with Subaru by [42] (c–d) synthetic maps pre-
dicted for a disk-wind model by [40] convolved with the beam sizes of the L1551
observations without (c) and with (d) correction for extinction; (e) line profile ex-
tracted from the predicted PV diagram
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velocity, to separately investigate the parameters pertaining to the different jet
components. This kind of analysis has been performed by [19] on the HH 34
and HH 1 jets, using the [Fe ii] 1.64 μm/1.60 μm ratio to derive the electron
density and mass flux rate in different velocity bins. Like for L1551 IRS5, also
in HH34 the PV diagram at the jet base identifies an LV (at VLSR ∼ 0 kms−1)
and an HV component (at ∼ −200 kms−1). The LVC observed close to the
driving source has an electron density which is a factor of two higher than the
density in the HVC (see Fig. 10): Most of the mass flux, however, is carried
out by the HVC, which is the only one surviving at larger distances. This set
constraints on the origin of the LVC: a high electron density seems in fact
in contrast with scenarios in which the LVC is due to gas entrained by the
HVC or to gas directly ejected in the external layers of a disk-wind (while the
HVC should be ejected in the inner jet), since in both the cases one would
expect both the ionization and the total density to decrease from high to low
velocities.

Measurements of physical parameters at the base of IR jets in Class I
sources have also been obtained by [51], through Subaru echelle spectroscopy.
Electron densities of ∼104cm−3 or greater are always found in the inner jet
regions, while the H2 line ratios indicate temperatures of 2–3 103 K with no
evidence for temperature stratifications.

Fig. 10. (Left) continuum subtracted [Fe ii] 1.64 μm PV diagram of the inner
region of the HH34 jet. Offsets are with respect to the IRS driving source; (Right)
[Fe ii] 1.64 μm/1.60 μm intensity ratio as a function of velocity (top) and profiles
of the two lines (bottom) in the inner A6 knot located within 2′′ from the source.
The plotted ratio is sensitive to density variations and indicates that the HVC gas
(at VLSR ∼ −100 kms−1) has an electron density lower than the gas in the LVC (at
VLSR ∼ −30 kms−1). From [19]
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An interesting result found by [9] and [10] is that several Class I jets
present high-velocity H2 emission within a few hundreds of AU (see Fig. 11).
Such small scale H2 emission regions have been called ‘molecular hydrogen
emission-line regions’ (MHELs) analogous to the atomic FELs regions ob-
served in TT stars. In fact, like the FELs, both LVC and HVC are observed
in these regions, with velocities of the order of 5–20 and 50–150 kms−1 , re-
spectively. The origin of the MHELs is unclear, but the similarity of their
kinematical signature with the ones observed in atomic jets suggests a com-
mon origin for the two. Such a tight relationship between MHELs and FELs
has been demonstrated by [11], who showed that a FEL region, traced by
[Fe ii] lines, is often associated with the H2 emission region: [Fe ii] emission
has usually higher velocities than the H2 and a ratio between the HVC/LVC
brightness is higher than the H2 emission. The most likely interpretation is
that the HV H2 emission is excited in a layer between the atomic jet and the
near-stationary and dense ambient medium. The H2 LVC, however, could also
be due to the cool molecular component of a disk-wind.

Adaptive optics assisted observations were obtained on one of this MHEL
regions, namely the SVS13 jet, using NACO at the VLT [12]. The reached
spatial resolution <0.25′′, well sampled by a pixel scale of 0.027′′, was able to
resolve the H2 emission into several peaks along the jet, consistent with ther-
mal expansion of packets of gas ejected during periods of increased accretion
activity (see Fig. 11). Proper motion measurements obtained combining these

Fig. 11. (Left) H2 position-velocity diagrams of the inner molecular jets associated
with Class I objects obtained with CGS4 at UKIRT [9]. The left hand-panel, where
the continuum emission from the central source has been removed, shows only the
line emission associated with the Molecular Hydrogen Emission Line (MHEL) re-
gions; (Right) H2 2.12 μm and [Fe ii] 1.64 μm intensity profiles along the MHEL
region associated with SVS13, obtained with NACO at VLT [12]. The dashed line
shows the profile through the (subtracted) continuum adjacent to each line. While
several H2 emission peaks have been resolved within 5′′ from the source, the [Fe ii]
emission is all confined to a region of only 0.5′′



IR Spectroscopy of Jets 101

data with Subaru data taken two years earlier indicate that the H2 peaks
possess a tangential velocity of 0.028′′/year. At variance, [Fe ii] presents a
barely resolved single peak which seems to be stationary. This evidence sug-
gests that [Fe ii] could be associated with a stationary collimation shock at
the base of the jet.

This result also shows the potential of IR HAR observations to obtain
proper motion measurements of pure H2 jets, on data taken at relatively short
intervals of time. Instrumentation performing IFU spectra-images appears
particularly suited for studying the proper motion on emission knots very
close to the driving stars, allowing one to obtain more precise continuum-
subtracted line images. In general, the sub-arcsec resolutions that are obtained
in IR imaging are suitable for getting proper motion measurements of H2 jets
when first epoch data of a good quality are available. Results obtained by
different authors [5, 6] on large scale H2 flows show that the total velocities
of H2 knots along the jet are remarkably high, up to 400kms−1, much higher
than the H2 dissociation velocity of ∼ 50 kms−1. This indicates that in most
cases the H2 gas is traveling in a medium that has been already set into motion
by precedent ejection events.

Interesting results have also been obtained from studies of the kinematics
and excitation of IR jets in the transverse direction across the width of the jet.
Reference [7], in particular, obtained high dispersion long-slit observations of
the two small- scale H2 jets from HH26-IR and HH72-IR with the slit perpen-
dicular to the jet axis and in both jets detected an asymmetry of the measured
radial velocity with respect to the jet axis that can be modeled by assuming
that the jets possess a toroidal velocity due to rotation. These observations
follow the detection of rotational signatures in jets obtained through HST
observations of T Tauri micro-jets (e.g. [1]), showing that jets from younger
protostars are also able to carry the excess of angular momentum away from
the central source.

5 Conclusions

The progresses done in IR spectroscopy of jets during the last decade have
been tremendous, thanks both to the access at sensitive instrumentation
mounted on large telescopes and to the development of sophisticated mod-
els and tools for the data analysis and interpretation. The very next future
will see a boost of new IR instrumentation specifically designed to improve
the high-angular resolution. AO-assisted IFU spectrometers using laser guide
stars are begining to be operational and are seeking to get 2D maps of exci-
tation and kinematics at the jet base, allowing us a better comparison with
the model for jet acceleration and heating. The VLTI/Amber interferome-
try which is able to get spectroscopic visibilities on mas angular resolution,
is expected to give a major breakthrough in the understanding of the jet
acceleration mechanisms as soon as it becomes fully operational. With a
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similar resolution, it will be possible in the next decade to obtain reconstructed
interferometric images from planned facilities, like the VLTI/VSI instrument
and Linc-Nirvana on LBT. Finally, the MIRI instrument on JWST will make
it possible for us to observe in the 20 μm window with ∼1′′ of angular reso-
lution, while PACS on the Herschel satellite will have a spatial resolution of
∼9′′ at 60 μm. These instruments will, therefore open, the mid- and far-IR
spectral range to observations at the relevant spatial scales for the study of
young stars flow.

When all these new facilities become will be fully operational it is expected
that the study of jet physics at high angular resolution will move more and
more into the IR regime.
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T.P.: Astron. Astrophys. 441, 159 (2005) 85, 87, 89, 90, 91
38. Nussbaumer, H., Storey, P.J.: Astron. Astrophys. 193, 327 (1988) 90
39. Oliva, E., et al.: Astron. Astrophys. 369, L5 (2001) 91
40. Pesenti, N., Dougados, C., Cabrit, S., O’Brien, D., Garcia, P., Ferreira, J.: As-

tron. Astrophys. 410, 155 (2003) 87, 97, 98
41. Podio, L., Bacciotti, F., Nisini, B., Eislöffel, J., Massi, F., Giannini, T., Ray,
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Abstract. Detailed studies of the central 100 AU’s of young stellar jets are critical
to constrain current ejection theories. They require however subarcsecond angular
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1 Introduction

The physical mechanism by which mass is ejected from young stars and colli-
mated into jets remains a fundamentally open issue in star formation theory.
The strong correlation between ejection and accretion found in pre-main se-
quence (PMS) stars, with a mass flux ratio as high as 0.1 [8, 20] favored
accretion-driven magneto-hydrodynamic (MHD) wind models [1, 27]. How-
ever, it is not yet established whether the jet originates from the stellar sur-
face [42], the magnetosphere/disk interface [43], or a wide range in disk radii
(“disk winds”, [16]) and whether it is launched mainly by magneto-centrifugal
forces or by a strong thermal pressure gradient in an accretion-heated corona
[18]. Distinguishing between these various scenarios is crucial not only for the
jet phenomenon but also for models of exoplanet formation. Each scenario has
distinct implications for the internal structure, angular momentum transfer,
and heating/irradiation processes in the inner regions of protoplanetary disks.

The small-scale jets detected in the vicinity of the optically revealed classi-
cal T Tauri stars- (CTTSs) offer a unique opportunity to test current ejection
theories [15]. They give access to the innermost regions of the wind (≤ 100
AU), where models predict that most of the collimation and acceleration pro-
cesses occur and where the interaction with the ambient medium is minimized
(see Fig. 3). In addition, the stellar and accretion disk properties are well char-
acterized in these systems. Critical to the launching models are constraints
on acceleration and collimation scales, kinematics (poloidal and toroidal ve-
locities), jet densities, mass-loss rates, and ejection efficiencies (defined as the
ratio of mass-loss to mass-accretion rates) on scales less than a few 100 AUs
from the central source.

A fundamental difficulty in imaging a faint jet close to a bright CTTS
is the contrast with the source itself. The line emission contrast can be im-
proved either by decreasing the point spread function (PSF) or by increasing
the spectral resolution. Obviously the optimum solution is a combination of
both. The required angular resolution is on the order of 0.1′′ (which corre-
sponds to 14 AU at the Taurus distance of 140 pc), i.e., well below the limit
of 1′′ imposed by the atmospheric turbulence on ground-based observations.
Such high angular resolution can be achieved either from space (with the
Hubble Space Telescope (HST) for example) or from the ground on D>4 m
class telescopes with adaptive optics correction. I summarize in this chap-
ter the technique of Adaptive Optics (AO) observation and its application to
the study of the launching process in jets from young stars. The chapter by
Francesca Bacciotti, Mark Mc Caughrean and Tom Ray presents the results
obtained from space with HST.

2 Observing with Adaptive Optics

2.1 General Remarks

Most ground-based 8–10 m class telescopes are now equipped with AO. This
allows us in principle, to reach an angular resolution in the near-infrared
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domain, similar to the HST in the optical domain (i.e. 0’′′05, Table 1). In
addition, ground-based telescopes, because of their larger collecting areas,
offer an increased sensivity (by more than an order of magnitude with respect
to HST), critical for detailed studies of faint extended emission. The principle
of AO is detailed in the chapter by S. Esposito and E. Pinna. Here, I will
briefly come back to a few issues critical for successful AO observations.

The level of turbulence is characterized by the Fried parameter r0, the
size scale of turbulent cells, and the correlation time t0, related to r0 and
the speed of the turbulent layers. Both parameters increase with wavelength
and are critical for AO performance. Most current astronomical AO systems
are designed to provide close to diffraction-limited images in the near-infrared
(1 to 2 μm) with a capability for partial correction in the visible. Because
of the wavelength dependence of atmospheric turbulence, the level of correc-
tion strongly decreases with decreasing wavelength. Thus, only very partial
correction can be achieved by current systems in the optical domain.

The image of a point source formed by an adaptively corrected telescope,
called the PSF, is composed of a diffraction-limited core superimposed on
an extended halo of typical size, the seeing disk (see Fig. 1). The strehl ra-
tio, defined as the ratio between the peak intensity of the image divided by
the peak intensity of a diffraction-limited image with the same total flux,
quantifies the degree of correction achieved by the AO system (a strehl ratio
of 1 corresponds to full correction). Because of inherent limitations such as
the number of actuators used for the correction of the secondary mirror and
the frequency of the correction loop, full correction is never achieved. Typical
strehl ratios achieved by current AO systems are 50% in the near-infrared and
a few percent in the optical domain where the correction is very partial. High
contrast AO systems which will achieve strehl ratios of 80–90 are currently
under study.

In the natural guide star mode, the choice of the reference star to analyze
the wavefront perturbations induced by the turbulent layers of the atmosphere
becomes critical. The wavefront analysis is usually performed in the red op-
tical domain (R,I bands), in a wavelength range different from the scientific
observations. A near-infrared wavefront sensor is also available on NAOS at
the Very Large Telescope (VLT). The AO reference star must be within angu-
lar distance less than the isoplanatic angle (	30′′ at 2 μm, 5′′ at 500 nm) of the
scientific target so that the measured distortions on the incoming turbulent
wavefront are correlated to the ones in the direction of the scientific target.
The AO sensor reference star must also be bright enough to ensure good sig-

Table 1. Examples of diffraction limits at select wavelengths for Space-based versus
Ground-based telescopes

λ HST D = 8m

630 nm 0′′05 0′′015
2.2 μm 0′′.17 0′′05
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nal to noise ratio on the wavefront sensor, and its intensity distribution must
be dominated by a central peaked core of size typically ≤1′′. The limiting
magnitude of the AO reference star will depend critically on the number of
sub-apertures required to analyze the wavefront, i.e., the number of actuators
on the secondary mirror. Current systems optimized for best performance in
the near-infrared on 8m class telescopes provide nominal correction (strehl
ratios of 50%) for R= 11–12th magnitude, wavefront reference star and par-
tial correction (strehl ratios of a few %) down to R= 17th magnitude. The
scientific target itself can be used for the wavefront analysis, if it meets the
above requirements. This on-axis analysis will give the best correction and is
the preferred mode of correction.

Laser guide stars (LGS) are currently being developed on most 8–10 m
telescopes (Keck, VLT, Gemini, Subaru). LGS mode still requires a natural
star for tip–tilt correction. The requirements are similar but less stringent
than in the natural guide star mode. For the VLT LGS, for example, the tip–
tilt correction star must have optical magnitudes (V/R) in the range 11th-
18th magnitude. A good estimate of the effective PSF at the time of the
observations is also required for a proper interpretation of AO observations.
Indeed, the PSF usually presents low-level structure that may be mistaken for
an astronomical signal. If a good estimate of the observational PSF is available,
deconvolution techniques may be applied to the observed image (see [44] for a
discussion of the different algorithms). Because the level of correction is highly
dependent on the turbulence properties, the PSF can vary a lot during typical
on-source integrations. The PSF can either be reconstructed from the data
recorded by the wavefront sensor or estimated through regular (typically every
15 minutes) observations of an unresolved star. The PSF reference star must
be corrected at the same level as the science target. Therefore, it should have
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Fig. 1. (Left) Comparison between the diffraction-limited PSF (dashed line), an
AO-corrected PSF (full line) and the uncorrected PSF. PSFs were computed in the
H band for a telescope of diameter D =3.60 m and r0 = 18 cm at λ =0.5μm. The
Strehl ratio achieved for the AO PSF is 40%. This figure is taken from [44]; (Right)
Image of a point source in the K band after (Left) and before (Right) AO correction
on the Subaru 8m telescope. Image copyright of Subaru telescope
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the same magnitude (as measured on the wavefront sensor) as the star used
for the wavefront analysis. It should also be observed with a similar airmass
(i.e., same path through the atmospheric turbulent layers) and not far in time
from the scientific target.

Figure 1 illustrates the gain provided by adaptive correction over conven-
tional (i.e., without AO) imaging. First, concentration of the light of the cen-
tral star allows the separation of the stellar contribution from faint extended
emission (such as the line emission from the jet) down to a distance of typically
one PSF full width half maximum (FWHM). Second, the detectability of the
faint jet emission increases dramatically with increasing angular resolution.
With a seeing-limited angular resolution, the jet emission of intrinsic trans-
verse width <0′′.2–0′′.4 (see below and Fig. 4) is spread over a larger area
resulting in decreased surface brightness.

2.2 AO and Spectroscopy

In addition to direct imaging with filters, AO correction can be used in combi-
nation with a spectroscopic instrument. Spectral information combined with
high angular resolution is critical to the study of young stellar jets as it allows
to probe the kinematics in the acceleration region of the flow. The smaller
PSFs achieved with AO correction allow the user to increase the spectral
resolution and the signal to noise ratio on both the continuum (unresolved)
and jet emissions (intrinsic FWHM 	0′′.2–0′′.3). In addition, spectroscopic
information allows an accurate subtraction of the central source photospheric
absorption spectrum, critical to retrieve the intrinsic line emission profile close
to the source. Moreover, in the near-infrared domain, jet [Fe ii] emission lines
can be blended with H2 or HI lines.

Conventional long slit-spectroscopy in combination with AO correction is
available, for example, on the NACO-VLT and IRCS-SUBARU instruments.
In the case of complex extended objects, Fabry-Perot scanning or stepped
long-slit spectroscopy can help retrieve the 2D spatial information. These two
techniques however are very time consuming. In addition, because of the vari-
able nature of the spatial PSF even after AO correction, it is highly desirable
to get the 2D spatial and 1D spectral information in one single exposure. In-
tegral Field Spectrographs (IFS) allow one to do just that. These instruments
appear particularly suited for use in conjonction with AO correction. They
provide an instantaneous estimate of the 2D spatial PSF during the observa-
tions, if for example an unresolved continuum source is included in the field of
view. Their use with AO correction has been pioneered by OASIS at CFHT
in the visible and 3D at Calar Alto for the near-infrared. Similar instruments
are now in use or in development for most 8-m class telescopes, in particular,
SINFONI-SPIFFI in the near-infrared at the VLT. I come back to a more
detailed description of IFS in the next section. Spectral resolutions available
range from typically 2000–3000 to 10000 (long-slit spectroscopy only), corre-
sponding to velocity resolutions between 200 and 30 kms−1.
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The combination of spectroscopy with adaptive optics correction can suffer
from a few spurious effects. Due to the variation of the turbulence properties
with wavelength, the PSF changes across the spectrum, in particular, the
strehl ratio increases with increasing wavelengths. Changes of 10% across the
spectrum are observed in the near-infrared for typical spectral settings at a
resolution of a few 1000. When the slit width is close to or larger than the PSF
(which can easily be the case in the near-infrared at low spectral resolutions),
the following spurious effects can be introduced:

• Artificial continuum slopes: The variation of enclosed energy in a finite
size slit resulting from the wavelength dependency of the PSF can lead to
changes in spectral slope [23].

• Poor telluric calibration: The change in PSF across the spectrum also
induces a change in sky absorption line widths with wavelength. If in ad-
dition the adaptive correction for the telluric standard is different from the
science object the subtraction of the atmospheric absorption lines becomes
very difficult.

• Wavelength shifts: When the PSF is smaller than the slit width, a shift
in the spectral direction is introduced if the source is not well centered in
the slit (cf. [31]). This effect, known as the slit effect, can be of dramatic
importance, if very accurate velocity calibrations are needed. The shift of
the source emission with respect to the slit can be due to an intrinsically
asymmetric brightness distribution or atmospheric differential refraction.

• Varying spectral resolutions: The spectrum has a complex spatial profile:
It is the sum of a diffraction limited core superimposed on an extended
halo of size the seeing disk. Different spectral resolutions can be achieved
for these two components: If the PSF is smaller than the slit width, the
spectral resolution of the diffraction limited core will be set by the PSF,
while the spectral resolution of the extended halo will in general be set by
the slit width.

Again these effects will be particularly important when the slit width is on
the order or larger than the PSF. In general, spectral calibrations, especially
spectro-photometric and velocity calibrations, will be less accurate with AO
correction than without it.

2.3 Integral Field Spectroscopy

The main three different concepts proposed for integral field spectroscopy are
illustrated in Fig. 2. In the image slicer IFS concept, the imaging field is cut
into slices by a first set of mirrors. A second set of mirrors rearranges the slices
into a line, which is then fed to the slit entrance of the spectrograph. The im-
age plane can also be sampled by a lenslet array. The light from each lens
is then either fed by a fiber to the entrance slit of the spectrograph (optical
fiber bundles IFS) or imaged onto a pupil then dispersed by a grism (lenslet
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array IFS). In a fourth different concept, marginally used today, the image is
spectrally sampled by a Fabry-Perot interferometer in a few discrete sets of
wavelengths. Obtaining a significant spectral coverage requires scanning of the
Fabry-Perot. Because of the competition between the spatial and spectral cov-
erage on the detector, IFSs in general have lower spectral resolution/coverage
than long-slit spectrographs.

The data reduction procedure for IFS data has become increasingly user-
friendly. One of the major difficulties is the spectral flat-fielding, which mea-
sures the transmission of the slit/microlenses array/fiber plus grism. These
spectral flat-fields are usually derived from a combination of sky and dome
exposures. Flat-fielding the datacubes to better than a few percent is cur-
rently very difficult to achieve. For lenslet array IFSs, another crucial step
in the reduction procedure is the extraction of the spectra and astrometric
calibration. Since they sample spatially the PSF, IFSs combined with AO suf-
fer in general much less than long-slit spectrographs from the spurious effects
mentioned above. In particular a lenslet array type IFS (like OASIS at the
CFHT) will not suffer at all from the slit effect.

The tools used to analyze the wealth of information provided by IFS data
include channel maps reconstructed by integrating the emission over a given
wavelength range, position–velocity maps provided by projection and summa-
tion of the 2D spatial information onto a single axis (mimicking long-slit spec-
troscopic data), with spectra at any spatial position in the field. IFS combined
with AO provides an instantaneous wavelength-dependent PSF characteriza-

Fig. 2. Figure illustrating the different concepts proposed for integral field spec-
troscopy: lenslet arrays (top); optical fiber bundle (middle); and image slicers (bot-
tom). See text for more details
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tion. This PSF can be used for the deconvolution of reconstructed channel
maps. In principle, a full tri-dimensional deconvolution of the datacube is also
possible. This procedure is under development but not yet fully implemented.

IFS observations of protostellar jets started about 10 years ago with MPE-
3D observations of the T Tau system by [22] and TIGER-CFHT observations
of the DG Tau microjet by [28]. For more details on integral field spectrographs
and their use in the context of star formation see the review by [19].

2.4 Optical and Near-infrared Jet Tracers

Spectra of atomic jets are characterized by strong forbidden emission lines
of weakly ionized species. In the optical domain, the lines of [O i]6300Å,
[S ii]6717,6731 Å, [N ii]6584 Å are strong and well-studied tracers of the
atomic gas. A method proposed by [3] allows one, in particular, to derive es-
timates of jet excitation conditions (electron temperature Te, electron density
ne, and ionization fraction xe,) from the ratios of these lines. Their study
allowed to (1) the jet emission to be probed on scales of 15–500 AU from
the central source, (2) the kinematics of the jet to be probed at all velocities
(from 0 to a few 100 km s−1), and (3) an estimate of jet excitation conditions
(ne, Te,xe) and thus of nH and mass-loss rates to be deried. These are critical
parameters for constraining ejection models.

The near-infrared (1–2.5 μm) spectrum of jets is dominated by the strong
forbidden emission lines of [Fe ii] and transitions of molecular hydrogen (H2).
The iron lines provide diagnostics for ne (from the ratio of 1.533 to 1.644
lines), extinction (Av), Fe depletion and mass-loss rates (see [33, 34, 36]). The
combination of optical and near-infrared [Fe ii] lines are a powerful plasma
excitation conditions diagnostic tool [33, 36]. Other lines of interest in the
near-infrared domain include the permitted atomic Hydrogen transitions, for-
bidden [S ii] lines at 1.03 μm, [C i] lines at 0.98 μm, and He sc i lines at 1.086
μm. These lines in combination with the main near-infrared [Fe ii] lines pro-
vide estimate of electronic temperature. More details on the properties of the
near-infrared spectrum of jets from young stars are given in the contribution
by Brunella Nisini.

2.5 AO Systems Used in Jet Studies

For a general review of AO observations in the context of star formation, see
[32]. Pioneering results on pre-main sequence jets have been obtained by [22]
on the T Tau system with the MPE 3D imaging spectrometer combined with
the CHARM tip–tilt module mounted on the 3.5m telescope in Calar Alto.
The spatial sampling was 0′′.52 and the spectral resolution 	1000–2000 in
the H and K bands. These observations revealed knots of molecular hydrogen
emission in the immediate vicinity of the T Tau system. They were followed
at much higher angular resolution (0.′′ 15 over a field of view of 1′′) by [26]
using MPE 3D combined with the ALFA Adaptive Optics system [25]. This
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system was also used by [10] to study the close environment of the young
stellar object LkHα225, an Herbig Ae/Be star, in the near-infrared.

A breakthrough in AO studies of jets was allowed by the adaptive optics
bonnette PUE’O commissioned in 1996 at the 3.6m Canada–France–Hawaii
telescope (CFHT). The PUE’O bonnette consists of a secondary deformable
mirror with 19 actuators combined with a shack-hartmann wavefront sensor
sensitive in the R band. Under median seeing conditions, the system provides
strehl ratios of 50% in the H and K bands, 5% in the optical domain (I band)
for on-axis guide star magnitudes brighter than R = 13.5, and image FWHM
ranging from 0′′ .1 in the near-infrared to 0′′ .2 in the R band. For a full
characterization of the PUE’O system see [41]. In the context of jet studies,
the PUE’O AO system has been used in the optical domain (R band) both
in direct narrow-band imaging [13] and in combination with the IFS OASIS
[14, 19, 29]. The OASIS instrument [5] is a lenslet array type IFS, provid-
ing a spectral resolution of 	 3500 over 2 spectral settings covering the main
optical emission lines. The resulting FWHM after AO correction ranges be-
tween 0′′.3 and 0′′.4 (with a spatial sampling of 0′′.11 or 0′′.16). The OASIS
instrument, located at the CFHT until 2002, is now installed at the William
Herschel Telescope (WHT), Spain. It can be fed with the AO correction mod-
ule NAOMI, which delivers corrected FWHM ranging from 0.4 (in the R band)
to 0.2 (K band) for guide stars brighter than 11th magnitude (R band) under
median seeing conditions (0′′.7).

AO observations of jets are currently beginning to take full advantage of
the combination of high sensitivity and high angular resolution provided by
AO corrected 8m class telescopes. The NACO VLT adaptive optics system
was recently used in the long-slit mode on the embedded source SVS 13 by [11]
providing a FWHM of 0′′.25. The results of these observations are presented in
the contribution by Brunella Nisini. Striking results have also been obtained
with the AO system of the SUBARU telescope (based on curvature wavefront
sensing), combined with the near-infrared instrument IRCS in the long-slit
mode. The combination achieved spatial resolutions (FWHM) of 0′′ .2 and a
spectral of resolution R = 10000 (ΔV =30 km s−1). This allowed the detailed
kinematic structure of the flow close to the source to be probed. The Subaru
AO system has been recently significantly updated and near-diffraction limited
images have been obtained in the K band (see Fig. 1).

3 Main Results on Jets

Only a handful of microjets from T Tauri stars have been studied so far at high
angular resolution (	10), either from space with HST or from the ground with
AO. This section is focused on the main results from AO observations of the
atomic microjets from optically revealed young stars of ages of a few 106 yrs.
Results obtained with AO on the younger, still embedded, Class I sources are
presented in the contribution by Brunella Nisini. The results shown below



114 C. Dougados

illustrate the power of AO observations in the context of jet studies, but the
general conclusions mentioned here derive from the analysis of all available
high-angular resolution data sets.

3.1 Morphology and Collimation Scales

The pioneering work of [24] using long-slit spectroscopy with accurate cen-
tral continuum subtraction has revealed spatial extensions of a few arcsec-
onds in the forbidden emission line regions of a dozen CTTs. Conventional
narrow-band imaging with the HST has provided the first images of jets from
2 CTTs [39], HH 30, and HL Tau. Observations with the PUE’O AO bonnette
on the 4 m CFH telescope, used both in conventional narrow-band imaging
and in combination with the OASIS IFS, has provided remarkable 0′′.2–0′′.4
resolution images of the small-scale jets from DG Tau (Fig. 3), CW Tau, and
RW Aur on scales ≤4′′[13, 28, 29]. Very high angular resolution images (0′′.1)
reconstructed from stepped long-slit and slitless spectroscopy with STIS on
the HST have also been obtained for the DG Tau, RW Aur [4, 45], CW Tau,
UZ Tau E, and HN Tau microjets [21].

These observations reveal a complex morphology for the jet emission close
to the central source (Fig. 3). The jet brightness distribution is dominated by
knots with separations of order 1′′. A clear bow-shaped structure is detected
in the DG Tau microjet outer knot, suggesting that shocks may play an im-
portant role in the line excitation process. T Tauri microjets thus appear as a
scaled down version of the Herbig-Haro flows from younger sources, an indica-
tion that the same ejection mechanism is at work through the star formation
phases.

Figure 4 shows the variation of jet width against projected distance from
the source for a number of CTTs outflows, combining high-angular resolu-

Fig. 3. [O i] image of the DG Tau A microjet obtained with PUE’O on the CFHT.
PSF FWHM= 0.′′.2 after OA correction. After deconvolution final angular resolu-
tion of 0.1′′. Adapted from [14]
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Fig. 4. Variation of jet widths against projected distance from the central source.
Jet widths are measured from jet [O i]/[S ii] emission intrinsic FWHM (corrected
from the PSF FWHM), derived from space HST and ground-based AO observations.
Figure adapted from [39]

tion space and ground-based observations (HL Tau, HH 30: [40]; DG Tau,
CW Tau, and RW Aur: [13, 46]; HN Tau, UZ Tau E: [21]). At the highest
spatial resolution currently achievable (0′′.1= 14 AU for the Taurus Auriga
Star Formation Region) the jet innermost regions (below 	20 AU) are un-
resolved. Jet widths are then seen to increase up to 20–30 AU at projected
distances of around 50 AU from the source. Further out, jet widths increase
slowly with distance with full opening angles ≤5◦. These observations show
that jets achieve almost cylindrical collimation very early on, on scales 	50 au.
A few constraints available from younger flows show similar collimation prop-
erties. These observations put strong constraints on theories of jet launching
and appear to rule out pure hydrodynamic models for jet focusing (see the
chapter by Sylvie Cabrit in the first volume of this series).

3.2 Kinematics

Medium-resolution spectroscopic observations combined with AO of the inner
regions of the DG Tau, RW Aur, HL Tauzcma, and SVS 13 microjets have been
obtained with the integral field spectrograph OASIS(CFHT) in the optical
domain [19, 28, 29] and/or in the near-infrared with the IRCS(SUBARU)
[37, 38] and NACO(VLT) [11] instruments in the long-slit mode. HST/STIS
long-slit observations have been also published on the DG Tau, RW Aur,
TH 28 and LkHα321 microjets by [5, 6, 9, 45, 46].

Channel maps reconstructed from the IFS OASIS/CFHT observations
(Fig. 5) clearly show an onion-like kinematical structure for the flow, with
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high velocity material more concentrated towards the jet axis than low ve-
locity material [29]. This effect has been also detected in higher angular res-
olution HST observations [5]. Detailed kinematics along the jet axis have
been investigated so far for 3 microjets: DG Tau, RW Aur and HL Tau.
Figure 6 (right panel) shows a position–velocity diagram along the RW Aur
jet axis in the near-infrared [Fe ii] 1.644 μm emission line obtained by [38]
with the IRCS/SUBARU spectrograph and AO correction (velocity resolu-
tion 30 kms−1, angular resolution 0.′′15–0.′′2). These observations illustrate
the fact that the acceleration scale of the HVC flow is below current resolution
(< 30 AU). Terminal centroid flow velocities range from 150 to 350 kms−1.
Moderate variations along the jet axis of 10–20% of the average flow velocity
are observed for the HVC on scales less than 3′′ from the source.

3.3 Excitation Conditions

High-angular resolution allows us to study the spatial variation of the jet
plasma parameters and excitation conditions in the wind-launching regions,
i.e., on spatial scales ≤ a few 100 AU. For example [29] and [14] compute the
evolution of the optical forbidden line emission ratios ([S ii]/[O i], [N ii]/[O i],
[S ii]6716/6731) along the jet axis for the DG Tau and RW Aur microjets
from AO+IFS data (OASIS/CFHT). In both cases, line ratios are best repro-
duced by Jump-type shock conditions, indicating that time variability plays
a dominant role in the heating process.

Fig. 5. Channel maps in three different velocity intervals (HVC:[−400,−250],
IVC:[−250,−100], LVC:[−100,+10] km s−1) of the optical emission lines of the
DG Tau microjet reconstructed from IFS+AO data (OASIS/CFHT combined with
AO correction). Angular resolution is 0.′′4, velocity resolution 100 km s−1. Figure
from [29]
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Fig. 6. Position–velocity diagram of the DG Tau (Left) and RW Aur (Right)
microjets in the [Fe ii] 1.644 μm obtained with IRCS/SUBARU (AO+long-slit
spectrograph). Angular resolution is 0.′′2 angular resolution and velocity resolution
30 km s−1. Figures taken from [37] and [38]

Using the method developed by [3, 14, 29] also derive the variation of
plasma parameters (ne, Te, xe, and total hydrogen density nH) along the jet
axis for the RW Aur and DG Tau microjets (Fig. 7). Similar studies have been
conducted from STIS/HST data on these 2 microjets [2, 5, 46], and on the
HH 30 [4] and Th 28 [3] microjets. In these 4 jets, strong gradients in excitation
conditions are observed below 1′′, illustrating the crucial importance of high-
angular resolution (Fig. 7). Both the electronic and hydrogen densities and
the excitation temperature strongly decrease with distance from the source. In
contrast, the ionization fraction is seen to rapidly level off to values between
0.03 and 0.5. In DG Tau, the degree of excitation (xe, Te) clearly increases
with flow velocity [5, 29]. The more accurate derivation of nH and jet radius
allows for a better estimate of mass-loss rates in these flows, a crucial param-
eter for launching models. Newly derived ejection to accretion rates are still
uncertain by a factor 10 but typically range between 1 and 10%. See [7] for a
detailed discussion of the remaining uncertainties in the derivation of mass-loss
rates.

3.4 Time Variability and the Origin of Knots

Multi-epoch high-angular resolution imaging observations allow to probe the
variability of the ejection process. Large proper motions, on the order of the jet
flow velocity, have been inferred from the combination of space and ground-
based AO observations for the small-scale knots in the DG Tau, RW Aur,
and CW Tau jets [13, 21, 30, 38]. These properties, combined with the line
ratios indicative of shock conditions and the morphology suggestive of bow-
shock type structures as in the DG Tau case, suggest that knots are likely
internal working surfaces produced by time variable ejection velocity and/or
direction, as in the younger HH jets. Inferred variability timescales are 	1–10
yrs. This variability timescale is also observed at the base of the younger,
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Fig. 7. Variation of plasma parameters along the jet axis derived from AO+IFS
observations (OASIS at CFHT) for the DG Tau and RW Aur microjets. Strong
gradients are observed in the inner arcsecond illustrating the need for high-angular
resolution. Figure from [12]

embedded HH flows. Its origin may be related to instabilities in the disk or
at the star-disk interface.

4 The Future of AO Regarding Jet Studies

Pioneering studies led in the past years have fully shown the potential of
adaptive optics observations for jet studies. However, only a few objects have
been studied so far in detail (only 3 for the variation of excitation conditions
DG Tau, RW Aur, and HH 30, for example). A full exploitation of the current
instrumentation for more systematic studies is required. In particular, it is
essential to extend significantly the sample of sources to probe: a broader
range in disk accretion rates (including Fu Ori type objects) and central stellar
masses (going from HAeBe to brown dwarfs) and to investigate the influence
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Table 2. A selection of IFS instruments

Instrument Telescope IFS-type λ Pixel Spec. res. Date
operational

SINFONI VLT slicer 1.05–2.45 μm 25,100,250 mas 2000–4000 2004
OSIRIS Keck-II lenslet 0.98–2.4 μm 20–100 mas 3500 2005
NIFS Gemini slicer 0.95–2.4 μm 40×100 mas 5000 2005
MUSE VLT slicer 0.46–0.93 μm 25–200 mas 2000–4000 2010
NIRSPEC JWST 0.6–5 μm 100 mas 3000 2013

of multiplicity. Proplyds, irradiated jets, and Herbig-Haro objects are also
promising sources of studies at high-angular resolution.

One of the main limitations today to conducting these studies in a more
systematic way is the limiting magnitude required for wavefront sensing. How-
ever, this limit will disappear in the coming years with the availability of Laser
Guide Star mode on most large optical telescopes (Keck: in operation; VLT,
Gemini: being commissioned, soon offered to the community; Subaru: first
light late 2006). This guiding mode will significantly enlarge the sample of
sources accessible (down to R=17–18, which is the magnitude limit for the
tip–tilt correction), opening interesting prospects for studies of jets around
low-mass stars for example.

The near-infrared domain is currently the most suited to pursue studies
of jet-launching regions, to take the best advantage of near-diffraction limited
images (resolution of 30–50 mas) provided by current AO systems installed
on most 8–10m telescopes. An angular resolution of 50 mas (i.e., 7 AU at the
Taurus distance) will help to probe with unprecedented detail the transverse
structure of the microjets (width, velocity profile, and plasma parameters vari-
ation across the jet) in their launching regions, which is the most discriminant
between the different ejection models. Such an angular resolution should, in
particular, allow the angular velocity of the high velocity component of the
flow to be constrained [36].

Within the past two years, many IFS systems, combined with AO, have
been installed on most ground-based 8–10 m telescopes (the following webpage
compiles the current list of IFS projects: http://www.aip.de/Euro3D/ instru-
ments.html). Table 2 below lists some of the main instruments’
characteristics.

This table also includes two longer term projects that will be of strong
interest for the young jets community. First, the second generation VLT in-
strument MUSE, a very ambitious project. The ambition of MUSE is to deliver
adaptive optics corrected images, combined with integral field spectroscopic
capability in the optical domain over a large field of view (1 arcmin2). NIR-
SPEC is a near-infrared IFS on the next generation space telescope JWST.

Adaptive optics observations on 4 m class telescopes (such as the WHT)
will remain critical to conducting complementary studies. In particular, the
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optical spectro-imager OASIS now at the WHT, combined with the NAOMI
AO correction system, will allow pioneering studies to be conducted at the
CFHT. The optical domain is still a choice domain to constrain the plasma
parameters (such as the ionization fraction xe). Multi-epoch spectro-imaging
observations, for example, would allow the origin of the small-scale variability
observed to be further constrained.

Also in a longer term, high-contrast AO systems, which plan to achieve
strehl ratios >80% in the near-infrared domain, optimized for high con-
trast imaging close to a bright source, will be extremely powerful to probe
jet properties even closer to the central source. The coming years will no
doubt provide us with a wealth of new observations and constraints of the
jet-launching region.
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Abstract. Intermediate resolution spectroscopic observations provide a window
into the immediate environment of young stars. In particular, such studies have
yielded a lot of new information regarding outflow activity and binarity. Using spec-
troscopy, one can investigate the kinematics and excitation conditions of jets close
to where they are launched and resolve close binaries. The primary constraint to
the use of spectroscopy in this manner is the maximum spatial resolution achiev-
able. Observers are all the time aiming to improve angular resolution and over-
come the limiting effects of the Earth’s atmosphere. This is where the technique
of spectro-astrometry comes to the fore. The spectro-astrometric technique, which
allows the user to recover sub-seeing spatial information from a simple spectrum
has been applied to many interesting problems. For example, spectro-astrometry
has been used to discover that brown dwarfs can drive outflows. In this review of
spectro-astrometry, we shall discuss the technique beginning with a revision of an-
gular resolution and astrometry. The limitations of the technique are described, and
the uses to which it has been put to date are extensively discussed.

1 The Spectro-astrometric Technique

The modern astronomer’s understanding of a wide range of astronomical
phenomena is greatly limited by the need for better angular resolution. For
example, we have not yet achieved the resolution required to obtain a com-
prehensive picture of how jets from young stars (the topic at the heart of
this series of lectures) are launched. The complicated techniques of adaptive
optics and interferometry (thoroughly described in this book) are designed to
improve, and have immensely improved the resolution achievable. However,
spectro-astrometry, which is now described, can offer the observer spatial in-
formation on comparable angular scales.
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Spectro-astrometry simply translates as a combination of spectroscopy and
astrometry. It is a straight-forward technique and its application to a simple
long-slit or echelle spectrum will allow the user to recover sub-seeing spatial
information. The concept in its present form was first applied to the study
of binarity in young stars [1], and since then it has been used effectively to
not only probe binary stars but also protostellar jets. In this chapter, we
shall give a complete introduction to spectro-astrometry and its limitations.
The important applications of this technique shall also be discussed. As the
confusion between angular resolution and astrometry is one of the common
sources of error in the interpretation of spectro-astrometry, we shall begin
with a discussion of both these topics before dealing with the technique itself.

1.1 Angular Resolution

Consider a point source located at a great distance and ignore atmospheric
effects for simplicity. Any ideal telescope will produce an angular image of
the point source that is not point-like anymore but is instead “spread” over
a finite angular width and is surrounded by rings. The source image angular
diameter (or “spreading”) decreases with the diameter of the telescope. This
is the well-known phenomenon of diffraction.

A fundamental lower bound to the angular size of the image can be es-
timated by recalling Heisenberg’s uncertainty relations for the momentum of
the incoming photon,

Δx · Δpx ≥ �

2
(1)

For a photon arriving at the telescope there is an uncertainty in the position,
which is the diameter of the telescope Δx = D. On the other hand, the pro-
jection of the photon’s momentum in the mirror plane is px = h sin θ/λ, where
θ is the angle of the photon momentum vector (p) with the mirror normal.
The limit to the uncertainty in the angle theta (Δθ) of the incoming photon
might be derived by assuming that it dominates the momentum uncertainty
Δpx 	 hΔθ/λ. Substituting these expressions in (1) we obtain,

Δθ ≥ λ

4πD
(2)

The limit so derived is in qualitative accordance with the observation of the
increasing angular size of the image of the point source, with a decreasing
telescope diameter.

To quantify the shape of the “spreading” of a point source, the diffrac-
tion phenomenon should be treated taking into account that the astronomical
sources are in practice located at infinity and telescope systems are designed
such that Fraunhoffer diffraction is a good approximation to the observed in-
tensity. The amplitude of the electric field of the radiation, with wave number
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k, from a point source, passing through an aperture A, in the image plane ZY
at a distance R from the aperture is given by the Fraunhoffer expression

E(Y, Z) =
∫ +∞

−∞

∫ +∞

−∞
A(y, z) exp

(
ik
Y y + Zz

R

)
dydz, (3)

where the integration takes place in the plane zy where the aperture is lo-
cated. For convenience, the integration is now unbounded and A(y, z) defines
the aperture, being 1 inside the aperture and 0 outside it.1 Introducing the
variables Ky = kY/R and Kz = kZ/R, it becomes clear that (3) states that
the electric field at the image plane is the fourier transform of the aperture.
The image of the point source is, therefore, the power spectrum of the fourier
transform of the aperture. This image is normally called the point spread
function – PSF.

For the case of a circular aperture, the PSF is an analytical function and
is presented in Fig. 1. The full width at half maximum of the PSF is λ/D.
Considering a 10 m telescope operating at 1 μm the width of the PSF is
10−7 rad i.e., 0.021′′. This number is a striking factor of ∼ 25 smaller than
the actual PSF of a normal telescope operating on the ground. This is due to
the degradation in angular resolution caused by atmospheric turbulence, and
this is dealt with in detail in the chapter by Esposito.

Classical Resolution Criteria

In astronomy, the most simple object where imaging is of use is a binary
star. However, any image of a binary star is only helpful if the stars can be
separated. This is the basis of simple two-point resolution criteria. The most
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Fig. 1. Resolution criteria. (Left) A cut through the center of an image of a point
source. (Center) the Rayleigh resolution criteria; (Right) the Sparrow resolution
criteria

1 A can be a complex or real function for more general apertures such as the ones
using in apodization, choronography, or nulling.
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famous example is the Rayleigh criterion, which when applied to the imaging
case states that two stars are resolved if they are separated by the angular
distance between the maximum of the PSF and its first minimum (located at
1.22λ/D). A second more interesting criterion is that of Sparrow [31]. It states
that the resolution limit is the separation at which the second derivative of the
intensity at the mid-point of the two sources vanishes. The “valley” between
the two maxima disappears at 0.95λ/D. As can be seen in Fig. 1, the above
two classical resolution criteria are not really limits, and it is immediately
seen that a binary star is the image.

Resolution Depends on Signal to Noise

An important influence on the angular resolution of an image is the signal
to noise ratio, as pointed out by [16]. Indeed, if the signal to noise ratio is
infinite, any binary could be inferred through analysis of the width of the
central peak. However, as the signal decreases, background noise becomes
important compared to the photon noise of the object. Figure 2 illustrates
the effect of sampling the noise in an image of a binary separated by the
Sparrow criteria. At a high signal to noise, it is clear that if the object is a
binary we could recover the separation, position angle, and flux ratio. On the
other hand, at low signal to noise, it becomes impossible to recover the binary
separation in the Sparrow limit. Of course, if the separation was larger, it
would be possible to measure it even at the low signal to noise of the figure.

Super-resolution

A different approach to understanding the effect on a stellar signal as it passes
through a telescope is to think of the telescope as a bandpass filter. Using
this line of thinking, a telescope is a low bandpass filter, filtering out high
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Fig. 2. The effect of noise on resolution. (Left) image of a binary separated by the
Sparrow criteria of 0.95λ/D; (Center) the same image sampled with 0.5λ/D pixels,
total number of photons is 104, Poisson noise; (Right) total number of photons is
102, Poisson noise
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frequency information. However, in certain conditions, normally associated
with the absence of noise and perfect knowledge of the telescope transfer func-
tion, it becomes possible to completely reconstruct the object [16]. In practice,
using inverse problem techniques (deconvolution), one can obtain information
several factors below the telescope diffraction limit and then determine from
the data both the object and the transfer function [35]. In summary, due to
diffraction, a telescope filters the high frequency content of an unknown ob-
ject image. Using several techniques, it might be possible to recover part of
the information of the unknown image into an observed image. It is also pos-
sible (dependent on the signal to noise of the observation) for this observed
image to have an angular resolution higher than the classical limits, or to be
super-resolved.

1.2 Astrometry

Astrometry deals with locating the central position of a known unresolved
source, primarily a star. This problem is indeed a classic problem of astron-
omy, since the first days of positional astronomy to the modern astrometric
techniques used by planet hunters. It has, therefore, received a great deal of
attention. For further discussion see [41].

The fact that we know that the source is unresolved is a qualitative dif-
ference with respect to effects of diffraction on an unknown object image. As
we have seen above, an unresolved source produces an image of the telescope
PSF. In astrometry, the interest is not on this image but only on the spatial
center of the image. There is, therefore, a dramatic contrast between astrome-
try and “deconvolution” in terms of final outcomes of the data mining process.
In a deconvolution, an unknown image is recovered from a bandpass-limited
system (via diffraction or atmospheric seeing). The unknown image can have
hundreds of pixels and, therefore, the information to recover is of the order of
hundreds of intensity measurements. In contrast, in astrometry the full image
information is used to recover only a few measurements, the center of the star
and possibly its width and intensity. The precision with which the star center
is determined cannot be confused with the angular resolution of the image.
These are very different quantities. This mistake is common in newcomers to
spectro-astrometry.

Several techniques have been developed in order to recover the center of a
stellar image. These include (a) computing the first moment of an image, (b)
fitting a symmetric Gaussian function, and (c) median centering. Reference
[32] compared the three methods and found Gaussian fitting to be the most
robust to bias. The considered biases included background, image truncation,
and image undersampling. The typical astrometric accuracies are of the order
of 1% of a pixel. Achieving a better accuracy is hampered by the detector
itself. Detector fabrication limitations create positional inhomogeneities in
the detector pixels, which act to limit the astrometric accuarcy [28].
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1.3 Spectro-astrometry

Spectro-astrometry is the astrometric measurement and analysis of spectrally
dispersed images. To our knowledge, the first ideas of spectro-astrometry were
recorded in the proceedings of the IAU Colloquium n.62, “Current techniques
in double and multiple star research”, held at Flagstaff, AR, during May
19–21, 1981. In this study, the positions of objects in different filters are com-
pared to obtain information on the nature of the objects. Interesting papers
that followed include those by [7, 13]. Beckers (1982) discussed how in the
context of speckle interferometry (see Sect. 1.4) spatial information at much
smaller scales than those achieved by the seeing-limited refractometer can be
obtained. Again, the angular position at two different colors/wavelengths is
combined. Indeed, it was Beckers who coined the term differential speckle
interferometry. Reference [13] explained how a refractometer can be used to
detect positional shifts with wavelength in a close binary star [7].

It is a fair statement that following these papers spectro-astrometry and
the analagous technique of differential phase were born. Spectro-astrometry is
based on seeing-limited observations currently done with spectrographs and
differential phase on interferometric observations achieved done with opti-
cal/NIR interferometers. Differential phase is briefly discussed in Sect. 1.4.

We shall begin with assuming (for simplicity) that we have an ideal instru-
ment that generates spectrally dispersed images of a star without atmospheric
effects. If the instrument is an integral field spectrometer, the resulting data
are a cuboid of 2D angular dimensions versus wavelength (Fig. 3). If we ap-
ply astrometric positional fitting (Gaussian fitting ) to each of the images (of
fixed wavelength) and analyze the positional evolution with wavelength, we
are doing spectro-astrometry (refer to [18]). For a long-slit or echelle spectrum
the spatial profile is extracted at each pixel along the dispersion direction (see
Fig. 4). Gaussian fitting is used to measure the centroid of the spatial profiles

N
λ

E

Fig. 3. A cuboid of 2D angular dimensions versus wavelength. Spectro-astrometry
is applying astrometric positional fitting in each of the images. When using long-
slit or echelle data, each pixel along the dispersion direction corresponds to a fixed
wavelength. In this case, spectro-astrometry is done by extracting the spatial profile
at each pixel and using astrometric fitting (usually Gaussian fitting) to measure its
centroid
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for the continuum and then pure emission line region as a function of wave-
length. In Fig. 5, the case of a long-slit spectrum is presented in several steps
(again atmospheric effects are ignored).

The top row of Fig. 5 illustrates the observation of a single star. The star is
initially a point source (T1) but when imaged by the telescope it is diffracted
and the typical ring pattern appears (T2). When passing through the slit (T3),
diffraction takes place, and the dispersed/diffracted Spectrum is observed in
the detector. The process is now recorded on the two-dimensional detector
as a function of wavelength and position along the slit (T4). The positional
information perpendicular to the slit was (in a first approximation) lost. A
cut at a fixed wavelength in the detector shows a profile of the diffracted
image (T5). This profile can be fitted, e.g., with a Gaussian, and the result-
ing Gaussian centre versus wavelength can be plotted and analyzed (T6). In
practice, the result is a curve caused by optical distortion. In the presence of
atmosphere, differential refraction would disperse the stellar spectra (before
entering the slit) in the paralactic direction. If the slit was aligned parallel to
the paralactic direction, then a slope would be present on the Gaussian center
versus position curve (T6).

In the bottom row of Fig. 5, a binary star with different spectra is con-
sidered. For simplicity, suppose that one of the stars spectra is featureless,
with an emission line, the other stellar spectra having only one absorption
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Fig. 4. Example of applying spectro-astrometry to the long-slit spectrum of a
typical classical T Tauri star DG Tau. The extraction of a 1D spatial profile from,
first, the continuum emission and then from an emission line in the continuum
subtracted spectrum is illustrated. Here the continuum has been stubracted using
IRAF fitting routines
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Fig. 5. Spectro-astrometry applied to a long-slit spectrum of a single star (top)
and a binary star (bottom). See text for full description

line (B1). The binary is very close (B2), such that it is unresolved by the tele-
scope. The diffracted image thus formed (B3) has no spatial information that
would reveal the binary nature of the object. After passing through the slit
and imaged in the detector and fitted (B4), the resultant spectro-astrometric
signal is presented (B5). Several observations can be made (B5):

1. The signal is in between the two stellar positions. This is expected from
a barycenter.

2. The amplitude of the spectro-astrometric signal is smaller than the sepa-
ration of the binary. Only in a very special case, where one of the compo-
nents would have negligible flux with respect to the other, and vice-versa,
should the amplitude be equal to the separation.

3. In the spectral region of the emission line of the top component, the
spectro-astrometric signal shifts towards the top, and in the spectral re-
gion of the absorption line of the bottom component the signal shifts to
the bottom.

The interesting feature of the results we have just obtained is that we know
that small-scale structure is present in the object and that this small structure
could not be found by simply inspecting the diffracted image B3. The difficulty
is now in interpreting and quantifying the spectro-astrometric signal in terms
of actual object properties. Some of the more interesting results obtained to
date with spectro-astrometry are described in Sect. 3.
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Spectro-astrometric Accuracy and Continuum Subtraction

In our above description, for simplicity we have ignored atmospheric effects.
However, in reality the width of the PSF of a point source is set by the
atmospheric seeing. Spectro-astrometry is measuring the centroid of a flux
distribution as a function of wavelength, and when estimating the accuracy
to which we can do this, we must also consider the signal to noise of our
observation. In summary, while the angular width of the flux distribution for
a point source, is set by the seeing, the centroid of the gaussian fit is measured
to an accuracy given by

σcentroid =
seeing(mas)
2.3548

√
Np

, (4)

where Np is the number of detected photons. Here, the seeing is the FWHM
of the distribution. We are assuming that the only source of noise is photon
noise and that the distribution is better than Nyquist sampled. Also, as any
variation in the seeing with wavelength is small, a fixed average seeing can be
used when calculating the errors. Note that in general the total wavelength
range under consideration is short. Assuming a fixed average seeing means that
the precision in the measurements is dominated by Np. A value of Np = 106

and a seeing of 1 arcsecond results in an accuracy of less than 1 milliarcsecond.
Such conditions are not difficult to achieve.

Any spectro-astrometric analysis of a spectrum (whether long-slit, integral
field, or echelle) will be contaminated due to, firstly, misalignment effects of
the optics. As a result, the spectro-astrometric trace may be curved or tilted;
however, this curvature is easily fitted and thus removed. A more serious con-
sideration is the contamination of the emission line regions by the continuum
emission. If one is using spectro-astrometry to study the origin of certain emis-
sion line regions (for example a line region displaced from the source position
can be deduced to be formed in an outflow), the first step is to accurately map
the source position by finding the centroid of the continuum emission. The
position of a emission line region can be displaced from the source position;
however the the extent of the offset is weighted by the ratio of the intensities
of the continuum and line regions. The factor by which the measured shifts
are weighted by the continuum is given by the following (see [33]):

Iλ(line)/[Iλ(line) + Iλ(cont)] (5)

Simply, contamination by the continuum will tend to drag the line position
back towards the source, and therefore it is important that this continuum
contamination be removed. This process is illustrated in Fig. 4. In addition,
Fig. 6 shows the spectro-astrometric analysis of the [OI]λ6300 forbidden line
and Hα permitted line in the spectrum of the classical T Tauri star (CTTS)
V536 Aql, before and after continuum subtraction. The [OI]λ6300 line origi-
nates in the jet driven by V536 Aql, and the resultant shift while still visible
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Fig. 6. Spectro-astrometric measurements of the [OI]λ6300 forbidden line and the
Hα permitted line taken from the continuum contaminated (left) and continuum
subtratced (right) spectrum of the T Tauri star V536 Aql. Note how contamina-
tion by the continuum emission will tend to drag the position of the line region
back toward the source. This effect is much smaller in Hα, as the intensity of the
Hα emission is comparable to the continuum intensity. The ratio of the continuum
contaminated shifts to those measured from the continuum subtracted spectrum is
Iλ(line)/[Iλ(line) + Iλ(cont)], from [33]

before the continuum subtraction is much reduced. If the continuum emis-
sion is much stronger than the pure line emission, it is possible that a real
displacement in the line region will remain hidden until the continuum con-
tamination is removed. This is especially true where spectro-astrometry has
been applied to the study of permitted emission line regions in CTTSs (see
Sect. 3). Part of the Hα emission (the line-wings) also originates in the jet
and is thus displaced. However, in this case the Hα line is strong compared
to the continuum emission, and so the removal of the contamination results
in only a small increase in offset.

There have been two approaches to the problem of continuum contami-
nation. First, the continuum can simply be removed to reveal the pure emis-
sion line regions. This is shown in Fig. 4. This method has been adopted by
[15, 43, 44, 46]. Second, the true line shifts are recovered by calculating the
factor by which the offsets are weighted by the continuum and dividing the
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raw positional displacement by this number. This factor is given above and
this method is used by [33, 34]. Both approaches yield similar results.

1.4 Spectro-astrometry and Interferometry

As explained by Neal Jackson in this book, an interferometer measures the
complex spatial coherence of an astronomical source, at an angular frequency
determined by the separation of the telescopes (B), and the wavelength of the
observations (λ). See also [39] for a useful review of optical interferometry. This
spatial coherence of the fringes generated by the interference of the light from
the telescopes is encoded in the observed fringes. The spatial coherence is a
normalized quantity and a complex number, and in astronomy it is commonly
referred to as the visibility. The visibility or spatial coherence is related to the
object-normalized brightness distribution by a Fourier transform and is the
value of the Fourier transform at a position in the frequency domain. This
position is determined by the relative positions of the telescopes. We can
denote the visibility by Ṽ = V exp 2πiφ, where V is the visibility amplitude
(varies between 0 and 1) and φ is the visibility phase (or simply the phase).

Because of the Fourier transform link between the visibility and the object
brightness distribution, some insights can be gained on the visibility by recall-
ing some Fourier transform properties. In particular, the Fourier transform of
a center-symmetric function is real, and therefore the phase is either φ = 0 or
φ = 2π. Hence, the Fourier phase stores a deviation from center-symmetry.

Fig. 7. Differential phase of the visibility across the Brγ line of the Be star α Arae
(from [37]). The data were obtained with the AMBER instrument. The fit is for a
for a keplerian disk
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The most simple deviation from center-symmetry is a shift. An angular shift
(θ) of the brightness distribution translates in to a visibility phase shift of
φ = Bθ/λ. Therefore, an astrometric signature is stored in the visibility phase
and not in the visibility amplitude.

In interferometry differential phase, the evolution of phase with wave-
length, φ(λ) is analogous to spectro-astrometry as outlined above. This differ-
ential phase can be measured in the detector by dispersing the fringes with a
spectrograph, which is what is done, for example, by the AMBER instrument
(see the chapter by Malbet). The initial suggestion of differential phase by
[7] was made in the context of speckle interferometry. Signal-to-noise analyses
were published [10, 11, 27], and successful applications were initially achieved
with optical interferometry e.g. [40]. State-of-the art results using differential
phase are presently achieved with AMBER in the NIR. For example, several
AMBER papers were published, where the differential phase technique was
applied to model Novae [12], the η Car Luminous Blue Variable [14], Be stars
[36, 37], and a Wolf Rayet/O star binary system [38]. Figure 7 shows the result
of applying the differential phase technique to the Be star A Arae.

2 Limitations

As the use of the spectro-astrometric technique becomes increasingly popular,
it is clear that instrumental effects can affect results. Instrumental effects
such as misalignment of the spectrum with CCD columns, departure of the of
the CCD pixels from a regular grid, and imperfect flat-fielding can introduce
artifacts into a spectrum, which result in false spectro-astrometric signatures
[6]. Especially important is the slit-effect which we describe below. Reference
[6] demonstrate how artificial bipolar structures can be introduced when the
PSF of point source suffers distortion in a relatively wide slit.

Figure 8 from [26] illustrates the path of two light rays from different
positions across the slit. The red ray crosses the center of the slit, then passes
through a collimator, and is diffracted by the grating toward the camera and
then the detector. The ray is diffracted by angle θ0 which is connected to the
incident angle φ. A located at an angle δ of the central ray will be focused
by the telescope on the slit, at a distance y of the slit center. This ray will
reach the diffraction grating at a different incident angle (φ− ψ) and will be
diffracted at a different angle (θ1) from the ray that crossed the slit center. In
practice, at the detector, rays diffracted at angles θ0 and θ1 will be registered
in different “wavelength pixels”. However, these two rays do have the same
wavelength.

The slit-effect bias then consists of the spurious wavelength or velocity
shift of the points of the object that are not located at the center of the
slit. A point located above the center of the slit will be wavelength-biased
in an opposite direction from a point located below the center of the slit.
Therefore, if the star is centered on the slit, there is no final bias in the central
velocity of a photospheric line. The line (if originally spectrally unresolved)
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Fig. 8. Illustration of the slit-effect taken from Maciejewski & Binney (2001). The
two dots in the lower left are the positions of two points in the slit. The red ray
crosses through the center of the slit. The black ray crosses near the lower edge of
the slit

will be artificially broadened into a width Δλ which is the connected to the
spectral resolution of the spectrographR = λ/Δλ. Spectrographs are designed
such that the width of unresolved spectral lines are Nyquist sampled and the
width of the slit for operating spectral resolution matches the seeing. We can,
therefore, estimate the typical magnitude of the slit-effect. A seeing of 1′′

corresponds to λ/R Å/′′.
We have seen so far how different regions of the slit are registered at

different wavelengths at the detector, in spite of having the same wavelength.
Hence, if the slit is unevely illuminated, or if the centering of the source is
inaccurate, a false spectro-astrometric signature is introduced. Reference [6]
computed the spectro-astrometric signature caused by the slit-effect for the
case of a binary star.

Protecting Against False Spectro-astrometric Signatures

It is vital to elimiate artifacts from any spectro-astrometric analysis. This
is especially important where the measured offsets are at the milliarcsecond
scale, for example, as measured for RU Lupi in [33]. Methods for overcom-
ing the slit-effect include (a) accurately calibrating the image quality at the
slit, (b) ensuring that reference photospheric lines are present in the spectra,
(c) the use of spectrographs that provide high spectral resolution, and most
importantly (d) using a slit width which is narrow with respect to the seeing.

In addition, by taking antiparallel slit positions, it is possible to check for
the presence of artifacts. In binary studies, it is common to take data at posi-
tion angles of 0◦ and 180◦. Real spectro-astrometric signatures are inverted as
we go from 0◦ to 180◦ but artifacts are not (see [34]). In studies of protostel-
lar jets, it has been more common to indirectly elimate any artifacts. In most
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cases, the slit is placed along the jet axis (refer to Sect. 3), and all signatures
measured to date have been shown to agree with the known tracers of outflows
of the forbidden emission lines. In spectro-astrometric studies of brown dwarf
outflows (again refer to Sect. 3), the slit was placed at 0◦. For these studies,
artifacts were elimated by analyzing lines where no offset was expected. If a
false signature existed, it would be measured in all lines. Lines like HeI 6678
and Li I6708 were shown to be confined to the source position, and therefore
the offsets meaured in the forbidden emission lines were certainly real.

3 Astronomical Applications

Since the beginning of the 1980s, there have been several documented
approaches to the problem of extracting sub-seeing information from a flux
distribution. These techniques were, over time, much refined to the cur-
rent spectro-astrometric technique, as described above. To date, spectro-
astrometry has proven a useful tool in the study of young binaries and
protostellar jets primarily, and here its application to these phenomena is
described.

Reference [1] coined the term spectro-astrometry when describing its use
in finding young binaries. With this technique, it is possible to detect binaries
with separations down to ∼10 mas [2, 3, 34]. If an unresolved star is actually
a close binary, then its position, measured as a function of wavelength, is the
centroid position of the two stars (refer again to Fig. 5). In the very likely
scenario that the spectra of the two stars differ significantly (e.g. one is a
strong Hα emitter), this centroid position will change with wavelength as the
relative contributions of the two spectra vary. Commonly, one star will be an
accretor and thus emit strongly in Hα. The centroid position will shift toward
the accretor, at the Hα line, indicating the binary nature of the source. In
addition, by taking spectra at orthogonal slit positions the binary position
angle can be estimated.

Figure 9, taken from [2], shows the result of the spectro-astrometric analy-
sis of the pre-main sequence binary KK Oph. Note the positional displacement
detected at the Hα line. The double-peaked nature of the displacement is due
to the fact that both components are Hα emitters, hence the observed Hα line
profile is a combination of two different line profiles with differing line widths.
In the wings of the observed line, the broader component will dominate, while
at the center the narrower component will be more important. In KK Oph, the
line center is displaced to the east of the continuum position and the wings
to the west. The binary status of KK Oph was known prior to this work,
and its position angle had been estimated from optical speckle observations.
Reference [2] demonstrates the power of the spectro-astrometric technique, as
the binary position angle of KK Oph (and several other sources) is seen to
agree closely with the accepted value. In Fig. 10, the straight line through the
spectro-astrometric data is the binary position angle from previous data.
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Fig. 9. Position spectra of the binary star KK Oph taken from [2]. Spectra were
taken at orthogonal position angles in order to make an estimate of the binary
position angle. A large displacement is measured at the Hα line. The displacement
is double-peaked as both stars are Hα emitters. The signal from the star with the
broader Hα line dominates at the line-wings, while the narrower component is more
important at the line peak

Since the applicability of spectro-astrometry to the study of binary stars
was demonstrated by [2] much work has followed. For example, [34], presented
spectro-astrometric observations for 28 pre-main sequence stars. Many of the
sources included in this study were already known to have binary companions;
however, several new binaries were found. Overall results demonstrated that
spectro-astrometry was capable of recovering binary separations down to ∼10
mas. Some of the results from this study are shown in Fig. 11. Garcia et al
(1999) used spectro-astrometry to analyse OASIS integral field spectrograph
observations of the ZCMa binary. The spectro-imaging data allowed the au-
thors to do 2D-spectro-astrometry. This study was important as the authors
successfully recovered the spectrum of each component of the binary in spite
of a spatial sampling of 0.′′ 11 similar to the system separation of 0.′′ 1. Also,
see [3, 4] for further information on the use of spectro-astrometry in the study
of pre-main sequence binaries.

A spectro-astrometric technique was first applied to the study of bipolar
outflows from CTTSs by [29], and altogether between 1984 and 1998 the
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Fig. 10. The Hα centroid position as a function of wavelength for the orthogonal
spectra is plotted. The x, y positions trace the position angle of the binary, and
the solid line through the spectro-astrometric data is the binary position angle,
estimated from an older study. This figure is also taken from [2], and it confirms
that spectro-astrometry has an important role to play in the study of binary stars
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Fig. 11. A sample of the spectro-astrometric results presented in [34]. Again, the
centroid position (extracted at orthogonal position angle) is plotted as a function of
velocity. Results show the source to be a binary and again allow the postion angle
of the binary to be estimated
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spatial characteristics of the spectra of 12 CTTSs were investigated [20, 21,
29, 30]. The primary goal of this work was to probe the spatio-kinematic
properties of the forbidden emission line regions (FELRs) of CTTSs as a means
of distinguishing between the different models describing their formation. By
spatially resolving the FEL components, the authors were able to confirm the
unique origins of the different velocity components, thus verifying the models
of [24, 25]. FELs, e.g. [OI]λλ6300, 6363, are important coolants of the shocks
that result when a super-sonic jet interacts with its ambient medium. Thus
they are excellent tracers of jets. In particular, the approach taken by the
authors listed above was to study the FELRs of CTTSs with jets using long-
slit spectroscopy. The long-slit technique minimized any contrast problems
with the source and allowed the FELRs to be easily isolated. In many cases,
the slit was placed along the jet (jet position angle was known from imaging),
and, therefore, the FELRs of the resulting spectrum provided an excellent snap
shot of the jet. This is illustrated in Fig. 12. In the article by Pat Hartigan in
this book, the importance of FELs to the study of protostellar jets and their
use as diagnostics of the physical conditions in the jets are outlined.

Fig. 12. HST Wide-Field Planetary Camera II image of the collimated outflow from
the Class I YSO HH 34 and the corresponding United Kingdom Infrared Telescope
(UKIRT) [FeII] 1.644 μm spectrum, taken from [15]. The observation was obtained
by aligning the instrument slit to the previously known axis of the outflow. In
the spectrum, one can clearly make out strong emission from the source, a weak
continuum and emission from the closest knot
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Through the work discussed above it became possible to probe outflows
from CTTSs to within ∼1000 AU of their central engines, with long-slit spec-
tra of their FELRs. With the arrival of HST and the advent of adaptive optics
techniques the spatial resolution that could be achieved was further greatly
increased (see Chapters by Dougados and Bacciotti), and thus the FELRs of
CTTSs were mapped on much smaller spatial scales. This work allowed the
morphology, kinematics, and physical conditions of a sample of CTTS jets to
be studied at an unprecendented angular resolution. In CTTSs, the critical
density at which we see forbidden emission occurs far enough from the driving
source for the FELRs to be well extended (see Fig. 13). Thus, the high angular
resolution techniques now available to us ensure that we can easily and directly
resolve spatially the FELRs. Hence, the use of spectro-astrometry in studying
FELRs (optical and near-infrared) is limited. Notable results that came from
analyzing CTTS FELRs with spectro-astrometry (refer to 14; 15; 42) are that
high velocity FE is displaced further from the driving source than low velocity
emission (underlining their separate origins) and that when mapping FELRs
an initial displacement as a function of velocity is seen in all cases. However,
this behaviour is easily seen in the HST/STIS spectra presented by [5] and
the AO assisted integral field spectra by [17]. Note also that 14, 15 among
were the first to study (and apply spectro-astrometry to) the near-infrared
FELRs of CTTS. When it comes to the study of jets/outflows from young
stars, where spectro-astrometry has proven its use, is in the spatial analysis
of permitted emission lines (PELs). Spectro-astrometry has been sucessfully
used to dis-entangle the outflow component to the PELRs of CTTSs.

Considerable effort has been made over the last 20–30 years to model the
PEL regions (e.g. Hα, Paβ) commonly found in the spectra of CTTS. To date,
the principal models have involved magnetically driven winds [9, 19] and, more
recently, magnetospheric accretion [8]. While infall models based on magneto-
spheric accretion have produced the most promising results, some features of

Fig. 13. Here the [SII]λ6731 and [OI]λ6300 emission line regions in the spectrum
of DG Tau are presented. The jet driven by DG Tau is very obvious at these wave-
lengths. This figure is given as a comparison to Fig. 14. Due to the higher critical
density of the [OI] line the jet is brighter in [OI] close to the source and the farthest
knot along the jet is brightest in [SII]
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the PELs cannot be reproduced, e.g., the large FWHM of the lines and their
extensive, symmetrical line wings [43]. These features are normally associated
with outflow activity, hence they suggested that outflows also contribute to
the PELRs of CTTSs. This has recently been confirmed through the use of
spectro-astrometry [33, 43]. A spectro-astrometric analysis of the PELRs of a
sample of CTTSs has shown the emission making up the extensive line-wings
also to be tracing the outflow. Simply put, the bulk of the Hα emission say was
confined to the source position, while the wing emission was displaced in the
same direction as the jet. Important to this work is a comparison between the
analyses of the PELs and that of the FELs tracing the jet. Figures 13 and 14
illustrate this comparison. The FELs of DG Tau are very obviously spatially
extended and therefore formed in a jet. However, there is no evidence that
the wing emission of the Paβ line region is spatially extended. This extension
is only recovered through spectro-astrometric analysis.

In Figs. 15, 16, 17, and 18, the spectro-astrometric plots of the Paβ, Hα,
[OI]λ6300 and [SII]λ6731 ELRs found in the spectra of DG Tau and V536 Aql

Fig. 14. The Paschen beta emission line region in the spectrum of DG Tau and the
corresponding spectro-astrometric measurement. This figure beautifully illustrates
the power of the spectro-astrometric technique, especially when compared to Fig. 13.
The blue-shifted wing of the Paβ lines is formed in the DG Tau jet. However, this is
only revealed using spectro-astrometry. Unlike for the FELs, there is no extension
in the Paβ line region. This is simply because the displacement in the Paβ line is
much less than the seeing of the observation. The results shown here were presented
in [43]



142 E. Whelan and P. Garcia

40

30

20

10

–10
1.5

1

Paβ

[NII]λ6548 [NII]λ6583

Hα

0.5

0

1.5

1

0.5

0

–600 –400 –200 200 400 600

Ve,ocity (kms–1)

0 –1500 –1000 –500 500 1000 1500

Ve,ocity (kms–1)

0

0

3000

2500

2000

1500

500

1000

C
ou

nt
s 

(a
rb

itr
ay

 u
ni

ts
)

C
ou

nt
s 

O
ff

se
t (

ar
cs

ec
on

ds
)

Fig. 15. Spectro-astrometric analysis of DG Tau adapted from [43]. Here the results
of the analysis of the PELs are shown. The important result here is the displacement
measured in the Paβ line. The offsets measured for both Paβ and Hα agree with
the FELs. This is an important comparison

are shown. These figures are adapted from [43]. For both these sources, the
PEL wings are found to be displaced in the same direction as the known jets
(studied through their FELRs). This displacement is also measured within the
velocity range of the jets. For example, the blue-shifted jet driven by DG Tau
has a radial velocity of ∼200 kms−1. The blue wing of DG Tau Paβ lines is
displaced to ∼0.6 arcseonds at a velocity of ∼ −250 km/s. This corresponds
to what we see in [OI]λ6300 and [SII]λ6731. The DG Tau jet was already
known to be bright in Hα.

Reference [33] also investigated the optical spectra of RU Lupi with
spectro-astrometry. The Hα emission line is symmetric with no obvious out-
flow component. However, Gaussian fitting of the spatial profile revealed the
wing emission to be displaced in the direction of the blue- and red-shifted
jet. What was interesting about the results of the RU Lupi and V536 Aql
analysis was that the PEL wings traced the blue- and red-shifted jets, while
only the blue-shifted jets are seen in the FELs. FELRs are commonly only
blue-shifted, and this is explained through the obscuration effect of the cir-
cumstellar disk. Reference [33] explained the RU Lupi result using an idea
based on circumstellar disk dust holes. As FE is quenched close to a typical
CTTS (densities are too high), the FELRs occur further from the central en-
gine than the PELs. Hence, a PELR originating in a red-shifted jet could be
seen through a gap in the circumstellar disk while a red-shifted FELR would
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Fig. 16. Spectro-astrometric analysis of DG Tau adapted from [43]. Here the results
of the analysis of the FELs is shown. The spectro-astrometric analysis of the FELs
is important as a comparison to what is seen in Paβ
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Fig. 17. Spectro-astrometric analysis of V536 Aql adapted from [43]. Offsets are
measured in both the Paβ and Hα lines, demonstrating that the line emission orig-
inates in an outflow. These displacements are not directly visibile in the V536 Aql
but are only recovered through spectro-astrometry. Note that we are seeing both
the blue- and red-shifted jets
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Fig. 18. Spectro-astrometric analysis of V536 Aql adapted from [43]. Again, the
spatial extension in the FELs is probed as a comaprison to what is measured in the
PELs, shown above. Here, it is important to note that only the blue-shifted jet is
detected while both the blue and red jets are seen in Paβ and Hα. This is explained
by the presence of a dust hole close to the star which allows the red-shifted jet to
be seen. At this distance from the star the forbidden emission is quenched due to
high density

still be obscured by the disk. Reference [43] use the same idea to explain the
bipolar offsets measured in the V536 Aql Paβ and Hα lines.

Circumstellar disk dust holes are commonly studied through the near-
infrared spectral energy distributions (SED) of the protostar. The star is
modeled by a simple black body, and the infrared excess seen in the SED
is the disk. Often, dips are observed in the infrared excess that correspond
to a lack of disk material (primarily dust) at a certain temperature (or dis-
tance from the star). The SEDs of both RU Lupi and V536 Aql show such
a dip in their infrared excesses. Assuming a radial temperature dependence
for a circumstellar disk, the distance at which we estimate the dust hole to
exist corresponds well in both cases to the scale of the jet estimated from the
spectro-astrometric results.

Lastly, on the subject of outflows, I will discuss the use of spectro-
astromety in the detection of outflows driven by brown dwarfs (BDs). The
optical spectrum of young, newly forming BDs is strikingly similar to the
spectrum of a typical CTTSs [22, 23]. In particular, BDs exhibit strong Hα
emission. Through the study of the Hα ELRs of BDs, many BDs were iden-
tified as accretors and shown to have a CTT-like accretion phase. As outflow
activity in young stars is intrinsically linked to accretion activity, a reasonable
next question was, “Can accreting BDs also drive outflows?” The only hint



Spectro-astrometry: The Method, its Limitations, and Applications 145

that brown dwarfs could power outflows/jets was the discovery of a number of
brown dwarfs with FELRs. However, the FELRs of brown dwarfs were faint
and confined to the source, i.e., not spatially extended. Hence, their originating
in an outflow could not be confirmed. This is where spectro-astrometry comes
into use. To date, two BDs with T Tauri-like outflows have been discovered and
this was achieved purely through the use of spectro-astrometry [44, 45, 46].

Figure 19 is a continuum subtracted position velocity (PV) diagram
of the [OI]λ6300 line region in the spectrum of the BD 2MASS1207-3932.
2MASS1207 is a 24 MJUP BD known to have a near edge-on circumstellar
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Fig. 19. Continuum subtracted position velocity diagram of the [OI]λ6300 line in
2MASS1207 taken from [46]. Here, the spectrum was smoothed in both the spec-
tral and spatial directions, using an elliptical Gaussian function of FWHM 0.12
Angstroms × 0”.22. The contours begin at 3 times the r.m.s noise and increase in
intervals of the r.m.s noise. The zero spatial offset line is measured from an ac-
curate mapping of the continuum position using spectro-astrometry. The red- and
blue-shifted components to the line are obvious, and an opposing offset in these
components is suggested
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Fig. 20. Offset velocity diagrams in the vicinity of the [OI]λ6300, Hα, and He I
lines. This figure is taken from [46]. The line profiles are an average of three pixel
rows in the spatial direction centered on the continuum. Note that the continuum
has not been subtracted. The green dashed lines delineate the ±1 σ error envelope
for the centroid position of the continuum. The line and continuum centroid errors
are the same in all cases. The bipolar offset in the [OI]λ6300 reveals the presence
of an outflow. No offsets are measured in the Hα and He I lines as expected, ruling
out the possibility of spectro-astrometric artifacts
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disk. The recent discovery that it is driving a bipolar outflow makes it the low-
est mass galactic object with an associated outflow. As is clear from Fig. 19,
the [OI]λ6300 line has two velocity components at blue-and red-shifted radial
velocities of −8 and +4 kms−1, respectively. While there is a hint from the
PV diagram that the different components are extended in opposing direc-
tions, this is by no means convincing. The relative displacement between the
blue and red emissions is only recovered through spectro-astrometric analysis
(see Fig. 20). 2MASS1207 was not the first BD discovered to have an out-
flow. Reference [44] used spectro-astrometry to study the FELRs of the 65
MJUP BD ρ-Oph 102. Results showed the FELRs to be extended to ∼0”.1 at
a blue-shifted radial velocity of ∼ −45 kms−1.

4 Concluding Remarks

The simplicity and effectiveness of the spectro-astrometric technique means
that it has enormous potential in the study of phenomena associated with star
formation. Our discussion of some of the discoveries made so far in Sect. 3
underlines this statement, and further studies are planned to build on those
described above. For example, we plan to use spectro-astrometry to continue
to probe outflow activity in BDs, and spectra of 5 more BDs is under analy-
sis at present. From an observational point of view, other ways in which we
can develop this work is to analyze 3D data taken with an integral field spec-
trometer, i.e., do 2D spectro-astrometry and combine spectro-astrometry with
adaptive optics. It is also critical that we grow our understanding of spectro-
astrometric artifacts and how to elimiate them. Work is underway to build on
the results of [6]. The different ways in which instrumental effects cause false
spectro-astrometric signatures need to modeled, and we also need to apply
spectro-astrometry to data obtained with many different instruments.
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Abstract. Many important aspects of star formation, including the generation and
propagation of stellar jets, are best studied with high angular resolution and wide
wavelength coverage. These are primarily achieved with observations from Space. In
this chapter, we describe the state-of-the-art of Space Astronomy in the context of
the study of stellar outflows.

After a discussion of the basic principles, we illustrate the main facilities operat-
ing in Space at the time of writing. In particular we describe the capabilities of the
Hubble Space Telescope (HST), that has provided a giant leap in our understanding
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of newly forming systems: the major advances provided in the field of stellar outflows
by this instrument are illustrated.

The final part of the chapter is dedicated to the next generation space obser-
vatories, and in particular to the James Webb Space Telescope (JWST), that is
expected to provide new insights in the star formation process with observations in
the infrared wavelength range.

1 Introduction

The formation of stars is accompanied by complex phenomena as, for example,
the collapse of the parent magnetized molecular core, mass accretion from the
circumstellar disk, and the generation of outflows. Although scientists have
explained with success the global process in terms of basic physical ingredients
(gravity, opacity to radiation, magnetic fields, rotation, etc., see, e.g. [25] and
[19]), there are aspects of the standard theory that still pose problems. For
example, “Can the mechanism envisaged for the birth of low mass stars i.e.,
solar-like stars, be generalized to stars of all masses or even sub-stellar objects?
What is the exact nature of the accretion/ejection engine?” “How are planets
generated, and what is the influence of energetic radiation from young stars
on the early development of planets?”

To answer these and other questions, one needs to obtain from the obser-
vations a good knowledge of the physical conditions of the immediate environ-
ment of young stars. Most of the interesting phenomena occur within 100–200
AU from the Young Stellar Object (YSO). Thus even for the nearest stellar
nurseries, at distances of 120–140 parsecs from the Earth, one needs to use
sub-arcsecond resolution to explore this region. In addition, to properly mount
an investigation of the physics of the regions of interest, information must be
collected from tracers at a wide variety of wavelengths. Similarly, high angular
resolution at different wavelengths is required to examine the structure and
physical conditions of the outflows at larger distances from the star, a study
that gives information on the past accretion/ejection history of the system,
as well as on the properties of the interstellar medium in the parent nebula.

Diffraction-limited resolution and full wavelength coverage is primarily
achieved with observations from outside the Earth’s atmosphere, using tele-
scopes mounted on orbiting spacecraft. Although considerable progress has
been made recently in ground-based astronomy with the development of Adap-
tive Optics (see the chapter by C. Dougados in this book), the observations
“of space from space” have been, and will remain, a unique tool for the explo-
ration of the Universe. Instruments like the Hubble Space Telescope, in fact,
have not only gifted us with images of breathtaking beauty but also provided
a giant leap in our understanding of many celestial phenomena, including the
formation of stars. Moreover, new-generation telescopes being planned at the
time of writing are expected to provide yet unexplored opportunities.

In this chapter, we will describe the state-of-the-art of Space Astronomy in
the context of the study of stellar outflows. We first discuss the basic principles
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Fig. 1. Atmospheric opacity in the various wavelength bands

guiding space observations in Sect. 2, listing the main facilities useful for star
formation studies that are operating at the time of writing. The capabilities
of the Hubble Space Telescope are then illustrated (Sect. 3), together with a
brief review of the major advances in the field provided by observations with
this instrument (Sect. 4). The final part of the contribution (Sect. 5) is then
dedicated to the development of new facilities, in particular, the James Webb
Space Telescope.

2 Space Astronomy Basics

Although celestial objects can emit at all wavelengths of the electromagnetic
spectrum, up to a few decades ago astronomical observations were greatly
limited by the poor transparency of our atmosphere, illustrated in Fig. 1.
In particular, the opacity reaches 100% at wavelengths shorter than about
3000 Å, i.e., for gamma-rays, X-rays and Far- and Mid-Ultraviolet (UV), as
well as in the Far-Infrared. Observations from space are, therefore, required if
one is to work at these wavelengths. Space observations also have the advan-
tage of overcoming the “seeing” degradation of the spatial resolution caused
by the Earth’s turbulent atmosphere.

The observation in bands other than the visible, and the development of
space observatories has followed the overall progresses in technology. A good
review of the advances achieved in the second half of the last century can
be found in [20]. For example, radio-astronomy started entering mainstream
astronomy in the late forties, immediately after the development of radar
during the 2nd World War. Also note that Karl Jansky did his work in the
1930s. Then, the skies began to be investigated at Infrared (IR) and millimeter
wavelengths with the launch of the first high-altitude satellites, between 1960
and 1970, an epoch that also saw the infancy of X-ray astronomy. Almost all
the electromagnetic spectrum, except for a small portion of the Far Infrared
(FIR), was then accessible by 1980. Finally, by 1990, the advent of the ISO
satellite (see below) opened the last window.

The collecting area of telescopes has also increased with time. There is
however a dependency on wavelength, as the minimum telescope’s diameter
D must be proportional to λ1/3. So, for the telescopes for Gamma- and X-ray
astronomy, diameters smaller than 1 m are sufficient, while present-day optical
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and infrared telescopes vary between 1 and 8 meters. The antennas for radio
astronomy are large paraboloids with diameters of tens of meters, up to the
giant size of the antennas located in Bonn (100 m) and Arecibo (∼200m).

A large collecting area also means good spatial resolution, since in
diffraction-limited conditions the minimum angular distance that can be re-
solved by the telescope is θ = λ/D at the wavelength λ. In the nineties, one
striking advancement in spatial resolution in the visible was provided by the
Hubble Space Telescope (HST). The sub-arcsecond angular resolution of HST
went well below the limit imposed for ground-based observations (∼0.′′6 in
good conditions) by atmospheric turbulence. Interferometry follows a differ-
ent concept (see the chapter by N. Jackson in this volume) and can reach
impressively high spatial resolution (of the order of one milliarcsecond) for
progressively larger separations (’baselines’) of the receivers. This may be at
the expense however of “resolving-out” larger scale structure. In general, high
angular resolution has been achieved first for long radio wavelengths and in the
visible, but new instrumentation is catching up in the UV and X-ray bands,
as well as in the IR. In the IR, in particular, this has been accompanied by the
impressive growth in the size of detector arrays, that following the so-called
Moore’s Law reached a size of 4096×4096 pixels in 2005 and are getting larger
still.

Aside from access to important spectral bands and higher angular resolution,
one should also mention the greater sensitivity and stability of measurements
from space. The sensitivity is increased with respect to ground-based obser-
vations because of the substantial reduction of background signal in space.
This is especially important when one has to do imaging experiments in
background-limited conditions. Stability in time is also important when one
has to subtract the instrument PSF in high contrast situations when repeat-
ing observations of the same target. An example of such a situation would be
a study of the optical variability of a faint X-ray binary in a globular cluster.

The primary disadvantage of observatories in space is their complex design
and associated cost. First of all space telescopes have generally a smaller col-
lecting area than that reachable with telecopes constructed for ground-based
astronomy. This in turn implies smaller sensitivity but also a limit in angular
resolution. Since the diffraction limit is inversely proportional to the observ-
ing wavelength, one sees that ground-based AO systems and interferometry
are catching up with the resolution of space observations in the infrared. As
for the instrumentation, this is generally less developed than state-of-the-art
ground-based equivalents. The instruments are also usually less flexible and
are upgraded much less frequently, if at all. Also the detectors lag significantly
and the field of view (FOV) is much smaller. Last, but not least, space projects
take a long time to implement and is a huge financial effort by the funding
agencies.

Despite the difficulties on both the technical and budgetary sides, it is
universally recognized that space astronomy gives astronomers a unique op-
portunity to deliver top-quality results. In recent years, a number of space
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Fig. 2. (Left) the Spitzer Space Telescope; (Right) the Chandra X-ray Observatory

facilities have been launched, among which we list in the following that have
contributed/contribute the most to star formation studies:

– the Infrared Space Observatory (ISO),
for near- mid-, and far-IR imaging and spectroscopy, realized by the Eu-
ropean Space Agency (ESA), launched in 1994 and operational until 1998
(www.iso.vilspa.esa.es);

– the Hubble Space Telescope (HST),
for UV, optical and near-IR imaging and spectroscopy, resulting from a
collaboration between NASA and ESA, launched in 1990 and still opera-
tional (www.stsci.edu/hst), see Fig. 3;

– the CHANDRA X-ray Observatory,
that yields (relatively) high angular resolution X-ray imaging, as well as
low resolution spectroscopy, launched by NASA in 1998 (chandra.harvard.
edu), see Fig. 2;

– the SPITZER Space Telescope,
launched by NASA in 2003, working at near- mid-, and far-IR wavelengths
for imaging and spectroscopy (www.spitzer.caltech.edu), see Fig. 2.

Among these, pride of place is taken by the Hubble Space Telescope.
Combining imaging and spectroscopy with high angular resolution, HST has
provided cornerstone results in all fields of astronomy (from planetary science
to the early epoch Universe). The benefit to astronomy and science in general
from HST is of primary importance, beyond the scientific achievements (visit
the Hubble Heritage Project at heritage.stsci.edu). This unique instrument
is described in more detail in the next section, where we also illustrate some
examples of the forefront science that can be done through its use in the field
of star formation.
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Fig. 3. The Hubble Space Telescope is a long-lived space observatory, resulting from
a collaborative project by NASA and ESA

3 The Hubble Space Telescope

The HST is a long-lived space-based observatory working at a wide range
of wavelengths (from the Far-UV to the Near-IR), resulting from the joint
effort of the National Aeronautics and Space Administration (NASA) and the
European Space Agency (ESA). Launched in April 1990 and greatly extended
in its scientific powers (through new instrumentation installed during four
servicing missions with the NASA Space Shuttle), the HST has returned data
of unique scientific value.

The HST primary mirror has a diameter of 2.4 meters and is a reflecting
telescope orbiting Earth every 97 minutes at a relatively low altitude (∼600
kilometers). Hubble is not large by ground-based standards, but in its 16 years
of operation it has achieved extraordinary results thanks to the escape from
the distorting effects of the Earth’s atmosphere. The flight of the telescope is
controlled by the Goddard Space Flight Center, while the scientific operations
are handled by the Space Telescope Science Institute (STScI). Both institutes
are in Maryland (USA). The first years since the launch of HST in 1990 were
indeed momentous, with the discovery of unwanted spherical aberration in
the primary. The Shuttle Endeavor mission of December 1993 restored the full
functionality of HST instruments with carefully designed corrective mirrors.
The instruments installed in subsequent missions all have built-in corrective
optics.
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The instruments currently mounted on the HST are designed to perform
imaging and spectroscopy in a wide wavelength range, at diffraction-limited
spatial resolution (e.g., 0.′′1 in the optical and about 0.′′06 in the NUV).
These are

– the Wide Field Planetary Camera 2 (WFPC2) provides high resolution
images of astronomical objects over a relatively wide field of view and a
broad range of wavelengths (1150 to 11000 Å), through 48 different filters.
The detector is composed of four CCDs exposed simultaneously, three wide
field CCDs arranged in a ‘L’ shape the long side of which projects to 2.′5,
with a spatial scale of 0.′′1/pixel, plus one smaller ’planetary’ CCD with
a smaller FOV (35′′ × 35′′) and a projected pixel size of of 0.′′0455/pixel.
Besides the unique science results, WFPC2, the “workhorse” of HST, has
produced most of the spectacular images in the visible range known to the
large public;

– the Near Infrared Camera and Multi Object Spectrometer (NICMOS),
which at present is the only Infrared instrument on HST. Its three
256 × 256 pixel cameras provide high angular resolution images from
0.8 μm down to 2.5 μm, the longest usable wavelength given HST’s warm
optics. The cameras are equipped with a set of different filters, polarime-
ters, and coronagraphic masks. NICMOS has delivered data extremely
useful to the study of circumstellar disks and embedded jet sources;

– the Space Telescope Imaging Spectrograph (STIS),
designed to perform long-slit spectroscopy at moderate/high spectral reso-
lution, as well as narrowband imaging in the ultraviolet and visible ranges
(1150–11500 Å) through a variety of different gratings, filters, and de-
tectors. STIS is currently not working (see below) and kept in “safe”
mode. During its operations, however, STIS provided scientists with data
of paramount importance for the understanding of the physics of line-
emitting clouds like stellar jets;

– the Advanced Camera for Surveys (ACS)
integrates the capabilities of WFPC2 toward larger sensitivity and shorter
wavelengths. ACS works through three channels: a Wide Field Chan-
nel (WFC), covering the range from 3700 to 11000 Å, with a FOV of
202′′× 202′′ and a plate-scale of 0.′′05/pixel; a High Resolution Channel
(HRC), with FOV = 26′′× 29′′, sensitive to wavelengths from 2000 to 11000
Å and having a plate-scale of 0.027 arcsec/pixel; and a Solar Blind Chan-
nel (SBC), spanning the range from 1150 to 1700 Å, with a plate-scale of
0.′′032/pixel and a FOV of 31′′× 35′′;

– the Fine Guidance Sensors (FGS)
assures the correct pointing of the telescope on the requested targets but
can also be used as a scientific instrument. In this mode, the FGS offers
accurate relative astrometry of stars and high angular resolution. In “Po-
sition” mode, it can measure the relative positions of objects in its 69
arcmin2 FOV with a precision of 1 milliarcsec, while multi-epoch obser-
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vations measure proper motions with an accuracy down to 0.3 mas/yr or
less. In “Transfer” mode it is used to measure the angular size of extended
objects or the separation of close binary systems.

Unfortunately, a failure in the power supply stopped the operations of
STIS in August 2004 after more than seven years, while ACS is not functioning
(except for the Solar Blind Channel) since January 2007, due to an electrical
problem. Both these instruments have essentially met their expected lifespan,
but the suspension of their operations is felt as a great loss by the community.
Repair of STIS will be attempted during a servicing mission planned for late
2008 (SM4).

In addition, during SM4 the astronauts will install two new instruments,
the Cosmic Origins Spectrograph (COS) and the Wide Field Camera 3
(WFC3). The spectrograph COS will perform high sensitivity, moderate- and
low-resolution spectroscopy in the 1150–3200 Å wavelength range, enhancing
the capabilities of HST/STIS at ultraviolet wavelengths, especially for faint
sources. WFC3 is a camera equipped with state-of-the-art detectors and op-
tics, which will provide wide-field imaging with continuous spectral coverage
from the UV into the IR (see Fig. 4), in two independent channels. The UVIS
channel will be sensitive at UV and optical wavelengths, approximately from
2000 to 10000 Å, with a field of view of 2.7× 2.7 arcmin and a plate scale of
0.04 arcsec/pix. The IR channel will work between 0.85 μm and 1.7 μm, and
will have have a scale 0.13 arcsec/pix and a field of view of 2.1× 2.3 arcmin.
WFC3 will be positioned in the center of the focal plane of the telescope.
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Fig. 4. Efficiency and wavelength coverage of the current HST cameras (WFPC2,
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Refurbished with these new instruments and with several sub-systems dur-
ing SM4, HST is expected to function until at least 2013, working at the peak
of its capabilities. In any case, the HST mission has fully demonstrated the
importance of performing observations at high angular resolution. HST has
returned data of unique scientific value that have led to big advancements
and unexpected discoveries. In the next section, we will focus on the studies
of stellar jets and accretion disks pursued with HST, illustrating some exam-
ples of the forefront science that was done using it. Before concluding this
section, we would like to stress that the large datasets delivered by HST have
been investigated only partially. The full exploitation of the data stored in the
HST archive will take many years, and the science return from the planned
archive exploration projects is expected to be quite important.

4 Jets from Young Stars: Clues from the HST

In stellar outflows, the gas flows at high supersonic velocities. As a conse-
quence, instabilities in the flow generate shocks of various effective strengths
that give rise to a large variety of emission lines (see the chapter by P. Harti-
gan in this book). These lines trace very different regions in terms of density,
temperature, and excitation conditions that often have a size not larger than
a few tens of AUs. To resolve such regions, even for the nearest star formation
sites, one needs sub-arcsecond resolution. At the same time, a wide wave-
length coverage is necessary to measure lines that have an important role in
the diagnostics of the physical conditions of the gas. The best way to fulfill
these requirements is to observe from space, and in this section we describe
some of the many outstanding results obtained in this field with HST.

4.1 Imaging

Valuable insights have come from high angular resolution imaging conducted
from space with the HST. The complexity revealed by HST is well illustrated
by the WFPC2 images of the HH 46/47 and HH 111 jets shown in Fig. 5
[14, 24] . HST images have allowed us to discover many structures inside and
around outflows, such as excavated cavities, large bow shocks, multiple flows
from close binaries, etc. HST images have also allowed us to clarify the nature
of the bright knots, at least for some of the flows. In Fig. 5, for example,
the bright condensations clearly present an “arc” shape. These “mini working
surfaces” are thought to arise from pulsations in the mass ejection process at
the jet base. The mechanism that generates such pulsations, however, has not
yet been identified.

As illustrated in Fig. 6, pairs of images taken at different epochs have
enabled astronomers to identify the proper motion of the condensations in
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direction and velocity [16]. This information, combined with the velocities
along the line of sight (derived from Doppler shifts), have allowed us to obtain
the total velocity in 3D space and of course the inclination of the jet with
respect to the plane of the sky. Combination images taken a number of years
apart have been put together to make “movies” (see Pat Hartigan’s page at
sparky.rice.edu/hartigan/movies.html) where the outflow is seen to propagate
away from the source and new knots form close to the star (e.g. [7, 18]).

A target that has revealed interesting properties is the HH 30 jet in Tau-
rus (Fig. 7, left panel). This beautiful bipolar jet is seen associated with two
cusp-shaped reflection nebulae [8, 21]. The dark lane between them identi-
fies a circumstellar disk seen edge-on, and the adjacent bright nebulae are
illuminated by the light from the obscured star. The blue-and red-shifted
jets emerge in directions almost exactly perpendicular to the disk plane and
propagate at large distances. This system has often been taken as an illus-
tration for the paradigm of the formation of an isolated low mass star. Other
more recent HST observations, however, identified variable asymmetries in
the illumination of the reflection nebula, which were tentatively interpreted
as the possible presence of a compact binary system in the disk center [26].

Another outcome of the observations of jets with the WFPC2 is the de-
lineation of shock pairs [14]. Images, taken in different excitation tracers,
revealed the presence, predicted by jet propagation theories, of two adjacent

Fig. 5. HST images of the HH 46/47 and HH 111 jets. The bright ’knots’ along the
beam trace the position of internal working surfaces. In the NICMOS segment of
the HH 111 image, the presence of the circumstellar (possibly circum-binary) disk
is revealed as a dark lane. In both cases, one lobe of the jet is brighter because it is
coming out of the dark cloud from which the star formed (adapted from [14, 24])
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shock fronts defining a working surface. These are the so-called Mach disk,
where the fast material coming from the star is decelerated and the “bow-
shock”, where the slower external medium ahead of the working surface is
accelerated. These data have provided a powerful benchmark for radiative
shock models and large-scale numerical simulations.

One should also not forget that NICMOS and WFPC2 have allowed us to
identify, and “see” in silhouette, for the first time, many circumstellar disks
, thus definitely validating the theories that predicted their existence around
young stars ([6], see Fig. 8). Many of these sub-arcsecond disks were identi-

Fig. 6. Proper motions of the condensations along the HH 111 jets derived from
HST/WFPC2 images taken at different epochs (from [16])
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fied in the Orion Nebula, which is ionized by the stars of the Trapezium. This
incidentally led to the discovery of so-called irradiated jets, which shine in
recombination lines independent of the internal shock fronts. Beautiful new
examples of such jets have also been found in the Carina nebula in recent
observations performed with the ACS (Stapelfeldt et al., 2007 in prep.). Irra-
diated jets are photoionized, and this opens the interesting prospect of being
able to measure directly the mass loss rate by just determining the electron
density, which is relatively easy (see the discussion in P. Hartigan’s chapter).

4.2 Spectroscopy

Another big chapter in the study of stellar jets opened when high angular
resolution was first combined with long-slit spectroscopy, thanks to the Space
Telescope Imaging Spectrograph (STIS). In this case, we have been literally
flooded with information that has allowed us to shed light on the physical
properties of the flow in critical regions such as the initial jet channel or
the post-shock cooling zones (see the review by [22]). In this way, we have

Fig. 7. (Left) Composite HST/WFPC2 image of the bipolar HH30 jet taken with
several narrow-band filters. The jets emanate from the source in a direction per-
pendicular to the dark lane representing the circumstellar disk (adapted from [21]);
(Right) Images of the system taken with the HST cameras WFPC2 and NICMOS
at different epochs, identifying variability in the illumination of the reflection nebula
around the source ([26])
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been able to constrain observationally the variation of physical quantities in
different velocity intervals with sub-arcsecond resolution, and, for the first
time, in the direction perpendicular to the jet axis.

For example, the jets from the T Tauri stars DG Tau and RW Aur have
been observed with STIS with multiple exposures of a 0.′′1 wide slit, stepping
the slit position across the flow every 0.′′07. 3-D datacubes (2-D spatial, 1-D in
velocity) have been built in a way similar to what would have been obtained
with an Integral Field Unit (IFU), to study in detail the region of interest
([3, 27]). One projection of the datacubes gives 2-D images of the jets in
different velocity intervals, the so-called channel maps in the first 100–200 AU
from the star. The DG Tau flow, in particular, shows an onion-like kinematic
structure, with a faster, denser, and more excited flow concentrated toward the
axis, as predicted by magneto-hydrodynamic models (see Fig. 9, left panel).

The maps of the line ratios constructed with STIS can then give infor-
mation about the gas physics. 1- and 2-D maps of the various quantities of
interest in the different velocity channels have been obtained by [2, 4]. The
electron density maps, for example, confirm that ne is higher closer to the
star, the axis, and at higher velocity. At the jet base, one then typically finds
an ionization fraction of 0.01< xe <0.4, and total number densities up to
106 cm−3. In the same region, electron temperatures range from 8 × 103 to
2×104 K. A similar study has been performed on slitless spectroscopy data ob-
tained with STIS for the base of several T Tauri jet [17] and for the HH 30 jet

Fig. 8. Disks seen in silhouette, microjets and associated ionization fronts imaged
with HST/WFPC2 in the photoionized portion of the Orion Nebula (from [6])
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Fig. 9. (a) Channel maps in different velocity intervals of the jet from DG Tauri, in
various emission lines, and at sub-arcsecond resolution. These images, reconstructed
from HST/STIS spectra, reveal the onion-skin structure of the jet at its base, in
agreement with the indications of magneto-hydrodynamic models. The numbers
superimposing the [SII] image indicate the derived values of the electron density
(figure taken from [3]); (b) Map of the velocity differences across the jet from DG
Tauri derived from HST/STIS spectra. The velocity shift at the jet borders can be
interpreted as rotation of the flow around its symmetry axis (adapted from [5])

[18]. Work is in progress to compare the obtained values with the indications
from magneto-hydrodynamic models.

Another exciting study that has become possible, thanks to the high an-
gular resolution of HST, is the search for signatures of jet rotation around the
symmetry axis. According to the magneto-centrifugal scenario a key element
of the formation of stars is the rotation of the system ([12, 19, 25]). Since, in
this framework, the jet is believed to carry away the excess angular momen-
tum, some trace of rotation should be observable in the outflow immediately
above the accelerating region. Indeed, possible rotation signatures have been
detected with HST/STIS in the flows from about ten T Tauri stars, starting
from the DG Tau jet (see Fig. 9, right panel), and then using different obser-
vation techniques and emission lines (e.g. [5, 9, 10, 28]). Systematic shifts in
the radial velocity of about 6 to 25±5 kms−1 are found in positions of the jet
displaced symmetrically at 20–30 AU from the axis and at 50–60 AU from the
disk. These values are compatible with models for jet launching. Generally,
the derived sense of rotation is the same in the various elements of the system
(bipolar lobes, disks) and between different datasets. Only one discrepancy
has been found at the time of writing, between the sense of rotation of the
RW Aur disk and its jets. Studies are underway to better understand this case,
as well as to extend the sample of jets and disks in which rotation signatures
are detected.
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Fig. 10. Near UV-optical spectrum of the HH 47 bow-shock. The Mg doublet at
2800 Å is stronger than the classically observed optical lines (from [15])

A definitive confirmation that the observed velocity shifts are indeed rota-
tion will only come from a larger statistical sample and an understanding of
rogue cases, although for the time being this is the simplest explanation for
the observed shifts. If rotation is indeed the cause, the above measurements
will constitute the first global validation of the models proposed for the jet
launching. In a rotation scenario, from the combination of measured toroidal
and poloidal velocities, one can determine the footpoint radius of the wind,
i.e., the location in the disk from where the observed portion of the rotating
wind is launched. The observations are consistent with the footpoint being
located between 0.5 and 2 AU from the star ([1, 9, 28]). This finding appears
to support the disk-wind models, which consider an extended region in the
disk for the origin of the wind, although X-winds may be present inside, closer
to the symmetry axis. It has also been verified that a consistent fraction of
the excess disk angular momentum present in the inner portion of the disk
(more than 70%) can be carried away by the jet and that the magnetic field
at the observed locations is mostly toroidal, as indicated by the models.

We conclude this section mentioning that the spectrographs on board HST
have also allowed us to detect UV lines from the jets that arise in conditions of
high excitation, i.e., close to the axis of the flow, at the jet base, or immediately
downstream of the terminal strong shocks. Indeed, [15] demonstrated that
lines like the MgII doublet at 2800 Å are actually stronger than the more
classical optical lines used to identify Herbig-Haro jets, namely, Hα, [OI]λ6302,
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the [SII] doublet at 6730 Å , and [NII]λ6585 (see Fig. 10). These measurements,
together with the jet spectra around the Lyman α line taken with STIS by
[11], indicate that this is a very interesting field for exploration, as soon as
new UV facilities become available.

5 Future Space Facilities

At the time of writing, a number of projects are under development for sec-
ond generation space facilities. The most important in the context of star
formation are

– the Herschel Space Observatory,
for imaging and spectroscopy in the Mid-, and Far-Infrared (60–670 μm
range), with a primary mirror 3.5 m, which will focus light onto three
instruments (HIFI, SPIRE, and PACS). It is an ESA project with partic-
ipation from NASA and will be launched in 2008 (herschel.esac.esa.int/
overview.shtml);

– the James Webb Space Telescope (JWST),
for near-, mid-, and far-IR imaging and spectroscopy, seen in many re-
spects as the successor of HST, which will provide high sensitivity imaging
and spectroscopy in the red optical band, as well as in the near and mid-
Infrared. JWST should be launched toward 2013, and it is a project de-
veloped as a collaboration between NASA, ESA, and the Canadian Space
Agency (CSA) (www.jwst.nasa.gov);

– the Darwin/TPF-I interferometer,
an ambitious project to install an interferometer in space operating at
mid-infrared wavelengths, to find habitable planets. The project is under
study by NASA and ESA, envisaged to be operational not before 2020
(sci.esa.int/science-e/www/area/index.cfm?fareaid=28
and planetquest.jpl.nasa.gov/TPF-I);

– the XEUS telescope,
for X-ray imaging and deep spectroscopy, developed by ESA and expected
in 2025 (www.rssd.esa.int/XEUS).

Although a comparative study of the capabilities offered by these instru-
ments would be extremely interesting, we do not have the space here to discuss
such a topic in full. We suggest that the interested reader explore the corre-
sponding web sites for more information. Nevertheless, here we give a more
detailed description of JWST.

5.1 The James Webb Space Telescope

The James Webb Space Telescope (JWST) is scheduled for launch in 2013 as
an essential successor to the Hubble Space Telescope. It was originally known
as the Next Generation Space Telescope but was renamed by NASA, with the
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Fig. 11. The James Webb Space Telescope. The spacecraft will be positioned at
the Lagrange 2 point so that the sunshield will not only guard it from solar radi-
ation but also from infrared radiation from the Earth to Moon system. Star and
planet formation is one of the four major themes that will direct the JWST science
goals

agreeement of ESA and the CSA, to honor the man who led the famous Apollo
program and NASA itself in its fledgling days. The telescope will have a de-
ployable 6.6m mirror consisting of 18 hexagonal beryllium segments (Fig. 11).
It will be diffraction-limited at 2 μm, and its total light-gathering area will be
4.5 m2, i.e., some 7 times greater than HST. Unlike HST, however, JWST will
operate primarily in the infrared (0.6–28 microns), and thus not only will its
suite of instruments be very different but it cannot be placed in near-Earth
orbit as the telescope has to be kept cooled (<50 K). With this idea in mind,
JWST will be positioned at the Lagrange 2 (L2) point. It will, therefore, be
along the line joining the Sun to the Earth, opposite the Sun’s direction; this
is advantageous because not only will the sunshields protect the telescope
from the infrared radiation of the Sun but also from radiation of the Earth
and Moon. JWST is expected to operate for at least 5 years but the aim is
to extend its life to 10 years. The telescope will have four main science goals,
including understanding “The Birth of Stars and Protoplanetary Systems”
and will thus provide a major boost to star formation studies.
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Fig. 12. Intrumentation on-board the JWST, with corresponding agencies

On board will be four science instruments: NIRCam, a 0.6–5 micron cam-
era, NIRSpec, a 1–5 micron multi-object spectrometer, MIRI (Mid-Infrared
Instrument), a 5–28 micron imager (and coronagraph) with spectrometer, and
finally FGS/TFI, a 1–5 micron fine guidance sensor and tunable filter imager
(see Fig. 12). While NIRCam and NIRSpec will be passively cooled to 30K,
MIRI will, in addition, be actively cooled to 7K. The instruments are being
built by a set of research organizations and space agencies: NIRCam by the
University of Arizona, NIRSpec by the European Space Agency, MIRI by a
European consortium and the Jet Propulsion Lab (JPL) and FGS/TFI by
the Canadian Space Agency (CSA). All four instruments will be mounted on
the NASA Goddard-supplied Instrument Science Integration Module (ISIM).
The ISIM is responsible for acquisition of the JWST science data, including
the fine guidance data for telescope-pointing control and wavefront sensing
data for in-flight adjustment of the telescope optics. We will briefly review
the capabilities of each instrument.

NIRCam is a dual channel near-infrared camera (0.6–2.4/2.4–5.0 microns)
using a dichroic to divide the incoming beam along its long wavelength and
short wavelength arms. Both arms have focal plane detectors consisting of 8
(2k×2k) and 2 (2k×2k) HgCdTe arrays for the short and long wavelength
channels, respectively. Each channnel has a Field of View (FOV) of 2.1×4.2
arcminutes. Data from NIRCam will be used by the ISIM for wavefront sens-
ing and is thus pivotal to the operation of the telescope. NIRCam, with
its exceptional sensitivity, will be particularly useful in deep field imaging
of distant galaxies, improving substantially with respect to the capabilities
of HST.

NIRSpec is a Multi-object spectrograph, capable of making spectra of
more than one hundred objects simultaneously, with configurable slit lengths
and a FOV of 3× 3 arcminutes. It has two spectral resolution modes, one
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operating with a prism at R = 100 between 0.6 and 5 μm, and the second at
R = 1000 with 3 grating settings between 1 and 5 μm. The multiple slits are
defined by a micro-shutter array activated by a magnet, which is controlled
electronically and sweeps over the array. This device is supplied by NASA,
while the instrument itself is being built by European industry and managed
by ESA. In the R = 100 mode, NIRSpec will be used to do deep multi-
colour imaging of galaxies. The R = 1000 mode, on the other hand, will be
particularly useful in star formation studies, through the measurements of
emission lines. In this way, one will be able to investigate the star formation
rate, the stellar ages, the elemental abundances, and the physical conditions
in the parent cloud.

MIRI presents great technological and scientific opportunities. The sensi-
tive spectroscopy will enable the study of the properties of materials forming
around ne born stars, like circumstellar disks, in unprecedented detail, and
the coronagraphs will allow one to image directly massive planets. MIRI is
a joint project from JPL, who are developing it, and several European insti-
tutes, and it has both imaging and spectral capabilities. As an imager, the
instrument has a wide wavelength coverage, from 5 to 27 μm, with a FOV of
1.3×1.7 arcminutes. It is diffraction limited at 5 μm, with a plate scale of 0.′′1
per pixel. As a spectrometer, it works as an Integral Field Unit, combining a
resolving power of R = 1000–3000 with high angular resolution (0.′′2/pixel),
on a FOV of either 3′′×3′′ or 7′′×7′′.

Finally, the FGS is a very broadband guide camera used for both ”guide
star” acquisition and fine pointing. It operates over a wavelength range of 1 to
5 micrometers, with a field of view sufficient to provide a 95% probability of
acquiring a guide star for any valid pointing direction. The associated Tunable
Filter Camera (TFI) is a wide-field, narrow-band camera that provides im-
agery over a wavelength range of 1.6 to 4.9 μm (with a gap between 2.6 and 3.1
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μm) via Fabry-Perot etalons, which are configured to illuminate the detector
array with a single order of interference, at a user-selected wavelength.

The instruments on board JWST are expected to open a new era of ex-
ploration of the formation of young stars. These instruments are designed to
fully exploit the advantages of JWST. These are, basically, the accessibility
of wavelength windows almost totally forbidden from the ground, the high
angular resolution achievable from outside the atmosphere (in the IR domain
(0.′′08 versus the 0.′′6 obtainable on Earth in the best conditions), the extraor-
dinary sensitivity of the optics and of the detector arrays, and, last but not
least, the reduced sky background, which can be many orders of magnitude
smaller than that at the best observing sites (see Fig. 13). For more details on
the JWST project, see the web site www.jwst.nasa.gov and the review by [13].
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chapter to Protostars and Planets V. Reipurth, B., Jewitt, D., Keil, K. (eds.),
951, p. 231. University of Arizona Press, Tucson (2007) 162

23. Ray, T., Dougados, C., Bacciotti, F., Eislöeffel, J., Chrysostomou, A.: Proto-
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1 Introduction

In this contribution, we review the recent discovery of X-ray emission from jets
of infant stars and describe their emission properties in the X-ray band. We
also discuss the importance of studying the X-ray emission from protostellar
jets, the state-of-the-art of this research field and the future prospects.

Herbig-Haro (HH) objects are known to be luminous condensations of gas
in star-forming regions. In the past, many models have been proposed to ex-
plain their nature: stellar winds clashing with nebular material, dense pockets
of interstellar gas excited by shocks from outflows, etc. Now the so-called
jet-induced shock model is well established, in which material streams out of
young stellar objects (YSOs) and collides with the surrounding interstellar
medium.

In the last 50 years, HH objects have been observed at different wavelength
bands, from radio to infrared to optical. The nature of this emission provides
evidence for highly excited material. A clear prediction of the jet-induced
shock model is that the most energetic HH objects should emit X-rays, al-
though they had not been detected until a few years ago [6, 21]. In fact, one
can derive useful relations between the physical parameters of interest (like
the plasma temperature and the shock velocity) of the post-shock region as,
for example:

Tpsh =
γ − 1

(γ + 1)2

(
mv2

sh

kB

)
,

where Tpsh is the post-shock temperature, γ is the ratio of specific heats, vsh is
the shock front speed, m is the mean particle mass, and kB is the Boltzmann
constant (see [28]). Assuming a typical velocity vsh ≈ 500 kms−1 (as measured
in most HH objects; see, for instance, [9] in the case of HH 154), the expected
post-shock temperature is a few million degrees, thus leading to X-ray emis-
sion. Raga et al. [24] derived a simple analytic model that predicts X-ray
emission originating from protostellar jets with the observed characteristics.

However, although the temperature of the post-shock plasma in high-
excitation HH objects is expected to reach values of the order of few million
degrees, X-rays had not been detected because past instruments (before the
era of Chandra [19] and XMM-Newton [14], two world-class X-ray observato-
ries in operation) lacked the necessary spatial resolution and sensitivity.

The idea that HH objects should emit X-rays is not new. In 1981, Pravdo
and collaborators [20] reported the possible discovery of X-ray emission from
HH 1, analyzing the data collected with the Einstein X-ray observatory. They
interpreted the X-ray emission as due to strong stellar winds interacting with
the interstellar medium.

The present contribution is structured as follows. In Sect. 2, we
discuss the possible effects of X-ray emission from protostellar jets on YSOs
environment and the importance of studying the emission properties of jets in
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the X-ray band; in Sect. 3, we illustrate the observational methodologies in the
X-ray band and the evidence of X-rays from protostellar jets derived from the
analysis of X-ray data collected with Chandra and XMM-Newton; in Sect.
4, we discuss the importance of hydrodynamic and magnetohydrodynamic
modeling in the interpretation of the X-ray data and in the investigation of
the nature of X-ray emission from jets; in Sect. 5, we discuss, on one hand,
the intrinsic limitations in studying this new class of X-ray objects and, on
the other hand, the importance of this study and the future prospects.

2 Impact of X-rays on the Environment of YSOs

In addition to the intrinsic interest, understanding the nature of X-ray emis-
sion from protostellar jets is important in the context of the physics of stars
and planet formation. X-rays (and more in general ionizing radiation) affect
many aspects of the environment of YSOs and, in particular, the physics and
chemistry of the accretion disk and its planet-forming environment. The ion-
ization state of the accretion disk around YSOs determines its coupling to
the ambient and protostellar magnetic field, and thus, for example, influences
its turbulent transport. In turn, this will affect the accretion rate and the
formation of structures in the disk and, therefore, the formation of planets.
Also, X-rays can act as catalysts of chemical reactions in the disk’s ice and
dust grains, significantly affecting its chemistry and mineralogy.

Recently, Natta et al. [18] derived the mass accretion rate from the lu-
minosity of the near-infrared hydrogen recombination lines (Paβ or Brγ) for
45 class II objects and upper limits for 39. They found a correlation between
the mass accretion rate, Ṁacc, and the mass of the star, M∗ (see Fig. 1). In
particular, Ṁacc increases sharply with M∗. They also found a large spread
(roughly two orders of magnitudes) of Ṁacc for any given value of M∗ that is
likely a lower limit to the true dispersion because of the upper limits found
for 39 objects (see empty symbols in Fig. 1).

The observed behavior of Ṁacc does not have an obvious explanation and
is difficult to understand in terms of disk physics only. The correlation may be
due to a dependence of the disk physics on the properties of the central star.
A possible cause may be the effect of the X-ray emission from the central star
on the disk ionization and angular momentum transfer (see also [17]). The
large spread of values of Ṁacc for any M∗ may be a side product of the X-ray
emission from the central star. In this context, therefore, X-ray emission from
jets may play an important role.

YSOs are strong X-ray sources, expected to irradiate the disk from the
center (see Fig. 2) so that stellar X-rays will illuminate the disk with graz-
ing incidence, concentrating their effects in the central region of the disk.
On the other hand, protostellar jets are located above the disk so that they
would illuminate the disk with near normal incidence, maximizing their effects
even in the outer disk regions shielded from the stellar X-rays. As extensively
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Fig. 1. Mass accretion rate, Ṁacc, derived from the luminosity of the hydrogen
recombination lines vs. the mass of the star,I M�, (adapted from [18]). Dots show
Ṁacc measurements from Paβ (filled: detections, empty: upper limits); diamonds are
measurements from Brγ (filled: detections, empty: upper limits); crosses are objects
in Taurus. The dashed line shows the relation Ṁacc ∝ M1.8

∗ ; the dotted line plots,
for comparison, the relation Ṁacc ∝ M∗

Fig. 2. Schematic view of a YSO with its bipolar jet. The central protostar illu-
minates the central region of the disk. The head of the jet, located above the disk,
illuminates the outer disk regions shielded from the stellar X-rays

discussed in the literature, the ionization of the disk surface may induce disk-
accretion instabilities (see [1]) and/or alter the disk chemistry (see [11]).
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3 The Discovery of X-rays from Protostellar Jets

The first convincing evidence of X-ray emission originating from protostellar
jets was reported by Pravdo and collaborators in 2001 [21] and by Favata
and collaborators a few months later [6]. The first team discovered an X-ray-
emitting jet in the Orion nebula by analyzing the data collected with the
Chandra X-ray observatory in October 2000. Favata et al. [6] discovered an
X-ray-emitting jet in the dark cloud L1551 in Taurus by analyzing the data
collected with XMM-Newton in September 2000. In subsequent years, many
other X-ray sources associated with protostellar jets have been discovered,
prompting the interest of the scientific community to study this new class
of X-ray sources. In the following sections, we briefly review the main re-
sults obtained from the data analysis and discuss the observational features
characterizing these sources.

3.1 Confirmed X-ray-Emitting Jets

In 2001, Pravdo et al. [21] reported the discovery of X-ray emission from
one of the brightest HH objects, namely, HH2. They observed the region of
Orion including HH1 and HH 2 and several X-ray-emitting YSOs for ∼ 21
ksec with the ACIS camera on board the Chandra X-ray observatory ([19];
see also [27]) on October 2000. They identified X-ray sources on the Chan-
dra/ACIS image in two bands, [0.1–2] keV and [2–8] keV, and discovered a new
X-ray source (without a known stellar optical counterpart) near the location
of HH 2 in the soft band only. The source is quite faint, and only 11 photons
have been detected within a 4-pixel radius corresponding to a diameter of
4 arcsec. Figure 3 shows a close-up view of the Chandra/ACIS field-of-view
(FoV) including HH2 as observed with HST (left panel) and Chandra/ACIS
(right panel).

Pravdo et al. [21] verified that the X-rays are unlikely to originate from a
point-like source, considering the so-called encircled energy plots for the HH2
X-ray source and for two stars located nearby (see Fig. 4). The encircled energy
plot shows the fractional intensity from a circle with the center coincident with
the center of the source vs. the radius of the circle. The authors found that
the plot derived for HH2 is very different from those derived for the two
stars: A Kolmogorov-Smirnov test showed a 99% probability that the spatial
distribution of photons from HH2 is different from that of the stars.

In spite of the low statistics, Pravdo et al. [21] have also shown that the
spectrum of the HH2 source is unique in this field. X-ray events were detected
only below 2 keV, and the observed low resolution X-ray spectrum can be
fitted with a thermal plasma model with temperature T∼1 MK. These authors
concluded, therefore, that HH2 contains shock-heated material located at or
near its leading edge with a temperature of about 1 MK.

A few months after the discovery of X-ray emission from HH2, Favata
et al. [6] reported the evidence of X-ray emission from another Herbig-Haro
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Fig. 3. Close-up view of the Chandra/ACIS field-of-view including HH2 (adapted
from [21]). Left panel: Hα image taken with the Hubble Space Telescope (HST).
Right panel: Corresponding Chandra/ACIS observation of the same FoV. The su-
perimposed contours are the Hα emission and the filled squares mark the individual
X-ray events. The X-ray source is located near the edge of the optical knot

object, namely, HH154. These authors observed the region, including the dark
cloud L1551 in Taurus for ∼50 ksec withc EPIC on board XMM-Newton [14],
in September 2000, and analyzed the energy band ranging between 0.3 and
8 keV. The left panel in Fig. 5 shows the region, including L1551 IRS5 and
HH 154 as seen in the X-rays with the XMM-Newton/EPIC camera. The right
panel shows a close-up view of HH154 as seen with HST. The leftmost X-ray
point-like source (x1) is positionally coincident with the embedded source
L1551 IRS5 and its jet.

For the source x1, 42 photons were detected within a circle 45 arcsec in
diameter. The full width at half power of the point spread function for XMM-
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Fig. 4. Encircled energy plots for the HH2 X-ray source and for two stars located
nearby in the [0.1–2] keV energy band (adapted from [21])
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Fig. 5. (Left panel) The region of L1551 IRS5 as seen in X-rays with the XMM-
Newton/EPIC camera (adapted from [6]); (Right panel) A close-up view of L1551
IRS5 and HH154 as seen in a 1800 s R-band CCD image obtained with the
HST/WFPC2 camera. The size of the small detector (the WFPC2-PC chip) on
the left part of the HST image is 36′′8, while the size of the X-ray image is 9.3× 6.3
arcminutes. The position of the X-ray sources x1 and x2 visible in the left panel is
indicated on the R-band image by the circles

Newton/EPIC is 14′′, significantly larger than the size of the jet (whose visible
length is about 10′′; with the XMM-Newton data, it is not possible to locate
the precise site of the X-ray emission within the jet structure.

The low statistics allowed a limited amount of spectral information to be
derived for the source. Favata et al. [6] found that the resulting spectrum is
soft and can be reasonably described with a moderately absorbed thermal
spectrum. In particular, they found that the emitting plasma has a temper-
ature of ∼4 MK, with a moderate value of absorption corresponding to an
extinction AV ∼7 mag. The X-ray luminosity of the source was estimated to
be ∼3 × 1029 erg s−1.

The small absorbing column density required to fit the X-ray spectrum
(corresponding to an extinction of ∼7 magnitudes) allows us to exclude the
X-ray emission’s association with the protostar, which suffers an extinction of
about 150 mag. However, with the XMM-Newton data, no inference is possible
on the precise location of the X-ray emission within the jet structure. Favata
et al. [6] suggested that the X-ray emission could originate directly from a
shock associated with the so-called knot D located about 10 arcsec from the
protostar.

Bally and collaborators [2] observed the region including L1551 IRS5 and
HH 154 with Chandra /ACIS, exploiting the high spatial resolution of this
instrument. Figure 6 shows an optical image of L1551 IRS5 and HH154 (left
panel) and a close-up view with Chandra/ACIS of IRS5. These authors found
that the X-ray emission from the vicinity of IRS5 arises from a compact source
located at the base of the HH154 jet and not from knot D, as supposed by
Favata et al. [6].
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Fig. 6. Left panel: The region of L1551 IRS5 in optical (the sum of Hα and [S II]
images, as seen through 80 Å passband filters with the KPNO 4 m Mayall reflector.
Right panel: Close-up view of the X-ray source near L1551 IRS5, as seen with
Chandra/ACIS. The circles show the protostellar positions, whereas the cross (left
panel) marks the location of the X-ray source (adapted from [2])

Bally et al. [2] extracted 47 counts from a circle with 1.2 arcsec radius
and found that (1) the X-ray source is displaced from IRS5 by about 0.5–1
arcseconds to the south–west along the jet axis, and (2) the source is slightly
extended along the HH154 axis. They also found that the resulting spectrum
is well described by a moderately absorbed thermal spectrum with a tempera-
ture around 6 MK and with an extinction below 8 mag, confirming the results
of Favata et al. [6]. Again, these authors found that the X-ray spectrum is
inconsistent with the absorption required to obscure IRS5 and, therefore, the
X-ray emission originates from the base of the jet.

In the last few years, many other X-ray-emitting jets have been discov-
ered. A list of the confirmed X-ray-emitting jets at the present time is shown
in Table 1, which summarizes their main characteristics: X-ray luminosity,
temperature of the emitting plasma, absorption column density, distance of
the source, and the corresponding references.

3.2 X-rays from the Base of the Jets?

In addition to the X-ray-emitting jets listed in Table 1, there are some other
cases in which X-ray emission from the base of the jets is suggested by the
evidence of soft X-ray excess in the X-ray spectra of YSOs (e.g. the beehive
proplyd [15] and DG Tau [13]). In these cases, the authors found that

1. the X-ray spectra require two thermal components with different absorp-
tion column density;

2. the soft component at few million degrees suffers less extinction than the
hard one;

3. the hard component at tens of millions of degrees has characteristics in
common with the coronal X-ray emission of T Tauri stars.
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These results suggest that the soft component is probably due to shocks
at the base of the jet that can be detected given the low absorption there,
whereas the hard component, strongly absorbed, is due to the stellar corona.

In the case of DG Tau, the above scenario is supported by the analysis of
the X-ray images. In fact, Güdel et al. [13] noted that the Chandra/ACIS
images reveal a weak excess of soft counts ranging between 0.5 and 2 keV at
distances of 2–4 arcsec from the protostar along the optical jet (see Fig. 7).

These results, together with the evidence that the X-ray emission associ-
ated to HH 154 originates close to the base of the jet (see previous section and
[2]), lead one to question whether jets are more active closer to the stars. As
discussed in Sect. 2, the consequences would be far-reaching: These large-scale
X-ray sources may efficiently ionize larger parts of the circumstellar environ-
ment (in particular the disk surface) than the central protostar alone. This,
in turn, would affect the physics and chemistry of the accretion disk.

3.3 Variability in the X-ray Band

The analysis of time variability of the X-ray emission from jets is particularly
difficult, given the faintness and the distance of these sources (see Table 1).
In this respect, probably HH154 is the most suitable source to study, as it is
nearby (at ∼140 pc) and is observable through a moderate absorption column
density (AV ∼7 mag), whereas the parent star is strongly absorbed.

On the other hand, the analysis of variability in the X-ray band can be
a key diagnostic to discriminate among the different physical mechanisms
proposed. For instance, it could be possible to detect the proper motion of
the X-ray source, or to study its evolving morphology, or to detect variations
of temperature of the emitting plasma.

Recently, Favata et al. [7] reported the first study of long-term variabil-
ity of the X-ray source associated with a jet, by comparing different Chan-

Fig. 7. (Left panel) Chandra/ACIS image of DG Tau A in the [0.6–1.7] energy
band; (Right panel) The same, with extraction regions for DG Tau A and extensions
overplotted. The image shows faint extensions (see arrows) at position angles of
≈ 45◦ and ≈ 225◦ (adapted from [13])
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Fig. 8. X-ray source associated with HH154, in the 2001 (left) and 2005 (right)
Chandra/ACIS observations (adapted from [7]). The filled white circle in the 2005
observation marks the position of the protostar L1551 IRS5

dra/ACIS observations of HH154 collected at different epochs, in July 2001
and in October 2005. Figure 8 shows the X-ray images in the [0.3–4.0] keV
band collected with Chandra/ACIS in the two epochs.

Already for the 2001 observation, the jet X-ray source might show a hint
of being extended (as discussed by Bally et al. [2]). Favata et al. [7] found that
in the 2005 observation not only was the extended component confirmed but
also the morphology had changed, with the size of the extended component
clearly increasing, with respect to the 2001 observation. In particular, the
authors identified two different components: a brighter point-like component
with no detectable motion and a weaker component, expanding in size by
about 300 AU over 4 years, leading to a proper motion of about 500 kms−1.
Favata et al. [7] also found limited spectral and X-ray luminosity variability
over the period analyzed.

Table 1. Relevant physical quantities observed in confirmed X-ray-emitting HH
objects, where LX is the reported X-ray luminosity, T and NH are, respectively, the
best fit parameters derived from spectral analysis for the temperature and for the
interstellar absorption column density, and D is the distance to the object observed.
The last column reports the relevant references

LX T NH D
Object [1029 erg s−1] [MK] [1022 cm−2] [pc] References

HH2 5.2 2.7 < 0.09 480 [21]
HH154 3.0 2.0–7.0 1.40 140 [6]

[2]
HH80/81 450 1.5 0.44 1700 [22]
HH168 1.1 5.8 0.40 730 [23]
HH210 10. 0.8–3.8 0.80 450 [12]
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4 The Nature of the X-ray Emission from Jets

From the analysis of the X-ray observations of jets, the following evidence
have been collected.

• The X-ray sources associated with jets are attenuated by a considerably
lower column density than that responsible for hiding the central proto-
stars.

• The X-ray sources appear displaced from the position of the central pro-
tostars of few arcsec and, in some cases, their presence is suggested by a
soft excess in the X-ray spectra of the central protostars.

• The X-ray emission is, in general, much softer than that expected from
the central protostars.

• In the case of HH 154 (the only source for which a morphological analysis
was performed), the X-ray emission appears extended along the jet axis.

• In the case of HH154 (the only source for which long-term time variability
analysis was performed), the morphology of the X-ray source evolves and
shows an expanding component.

All these facts lead to the conclusion that a direct association with the
central protostars is strongly unlikely and that the X-ray emission has to
originate close to the base of the jets. The obvious question is, “What is the
mechanism driving the X-ray emission associated with the protostellar jets?”

Several models have been proposed, but a detailed analysis has been per-
formed only for very few. Bally et al. [2] suggested a few scenarios to explain
the X-ray emission from HH154. Among these, they proposed that the origin

Fig. 9. (a) Interaction of a continuous jet with the homogeneous circumstellar
medium; (b) Interaction of a continuous jet with inhomogeneities of the circumstellar
medium; (c) Auto-interactions of a pulsed jet
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of the X-ray emission could be similar to that observed in Seyfert 2 galaxies.
In this case, the X-rays produced by the central protostar are reflected into
our line-of-sight by a scattering layer located about 100–200 AU from the
parent star. Another scenario proposed is that near the location of jet colli-
mation the dense medium or the magnetic field could act like a nozzle leading
to quasi-stationary shocks emitting X-rays.

Raga et al. [24] suggested that the X-ray emission could originate from
the interaction of the protostellar jet with the surrounding medium. In the
simplest case, proposed by these authors, the interaction of a continuous jet
with the homogeneous circumstellar medium could lead, under particular con-
ditions, to X-ray emission at the head of the jet (Fig. 9a). In this case, the
X-ray source should be characterized by a proper motion that could be mea-
sured with the instruments in operation.

The X-ray emission may also arise from the interaction of the jet with
inhomogeneities of the circumstellar medium (Fig. 9b). In this case, the X-ray
emission should arise during the jet/cloud interaction and, therefore, it should
be a transient phenomenon observable for a relatively short time interval.

Finally, X-rays may also originate in the case of a jet with variable outflow
velocity (a pulsed jet, see Fig. 9c). In this case, internal shocks emitting in
the X-ray band may form due to auto-interactions of jet material ejected at
different epochs. Also in this case, the X-ray emission would be a transient
phenomenon.

Advanced numerical modeling is a powerful tool to study the nature of
X-ray emission from protostellar jets. The calculations include the most rel-
evant physical mechanisms (e.g. thermal conduction, radiative losses, etc.),
and the model results can be compared with observations. In the following,
we discuss an example based on this approach.

4.1 Hydrodynamic Modeling

Bonito et al. [3] investigated the simple case of a continuous jet traveling
through an homogeneous medium with the following purpose: (i) to infer the
configuration(s) that can give rise to X-ray emission, (ii) to determine the
range of parameters consistent with observations, and (iii) to get an insight
into the jet’s physical conditions (see also [4] for an extensive exploration
of the parameters influencing the jet/ambient interaction). To this aim, the
authors developed a two-dimensional hydrodynamic model (adopting a cylin-
drical coordinate system) that follows the jet propagation. This includes the
effects of optically thin radiative losses [16, 25] and thermal conduction [26]
with saturation effects [5]. The model solves the time-dependent fluid equa-
tions for the conservation of mass, momentum, and energy. The authors used
the FLASH code [10], an adaptive mesh refinement multiphysics code for as-
trophysical plasmas. From the numerical simulations, synthetic spectra were
produced, as would be collected with Chandra/ACIS or XMM-Newton/EPIC.
A comparison with the observations is thus possible.
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Fig. 10. (Upper panels) 2-D cuts through the rz plane of the jet temperature
(on the left-hand side) and density (on the right-hand side), in a logarithmic scale,
at three different evolutionary stages; (Lower panels) synthetic X-ray emission
integrated along the line-of-sight and on macro-pixels with a size of ∼10 AU (six
times better that the Chandra/ACIS spatial resolution), as would be observed with
Chandra/ACIS. The contour plot marks the region occupied by the jet and by the
cocoon. The X-ray source is localized in a blob behind the bow shock, moving with
measurable proper motion; its linear size is ∼30 AU (adapted from [3])

This analysis showed that the continuous jet model explains the observed
X-ray emission from protostellar jets in a natural way. In particular, the re-
sults derived from the data analysis of HH154 (i.e. X-ray luminosity of the
source, temperature and emission measure of the emitting plasma, absorbing
column density, etc.) can be reproduced, without any ad hoc assumption, by
a protostellar jet that is less dense than the ambient medium [3, 4]. The jet is
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characterized by a density nj = 500 cm−3 and a temperature Tj = 104 K and
travels through an ambient medium 10 times denser, according to Fridlund &
Liseau [8]; the jet has high Mach number, M =300, corresponding to an initial
velocity vj ∼1.4 × 103 kms−1.

The upper panels in Fig. 10 (adapted from [3]) show the evolution of tem-
perature (on the left) and density (on the right) derived from the model,
reproducing the observations of HH 154. The lower panels show the predicted
evolution of the X-ray emission, integrated along the line-of-sight with a bin
size ∼10 AU, as would be observed with Chandra/ACIS3. The Chandra res-
olution corresponds to ∼60 AU at the distance of HH154 (∼140 pc).

Bonito et al. [3] found that a cocoon with an almost uniform (because of
the thermal conduction) temperature up to T≈0.7 MK surrounds the jet. The
cocoon temperature decreases in time, and a cooler and denser shell forms
due to the radiative cooling. They also found that a dense and hot blob with
temperature of over 4 MK and density nb ∼104 cm−3 is localized just behind
the shock front.

As concerns the predicted evolution of the X-ray emission (lower panels in
Fig. 10), Bonito et al. [3] found that the X-ray emission originates from the hot
and dense blob localized just behind the shock front. Even with Chandra, this
blob cannot be spatially resolved and will be detected as a point-like source.
On the other hand, the model clearly predicts a proper motion of the X-ray

Fig. 11. Upper panel: synthesized spectrum as would be collected with XMM-
Newton/EPIC, 25 years from the beginning of the jet-ambient interaction (adapted
from [3]). The MEKAL best fitting spectrum is superimposed. The bottom panel
shows the contribution of each bin to the total χ

3 The synthesis of the emission takes into account the Chandra/ACIS instrumen-
tal response and the interstellar medium absorption column density with values
according to those measured by Favata et al. [6] and Bally et al. [2] for HH154.
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Table 2. Best-fit parameters to the XMM-Newton/EPIC simulated X-ray spectrum
derived from the hydrodynamic model (shown in Fig. 11; [3]) and to the XMM-
Newton/EPIC data analyzed by Favata et al. [6]

Hydrodynamic XMM-Newton/EPIC
model observations

NH (cm−2) 1.5 ± 0.3 1.4 ± 0.4
T (MK) 3.4 ± 1.2 4.0 ± 2.5
FX (erg cm2 s−1) 1.4 × 10−13 1.3 × 10−13

point-like source, with an average velocity vsh≈500 km s−1 corresponding to
∼0.7 arcsec yr−1, detectable with Chandra.

Bonito et al. [3] synthesized also the spectra as would be observed with
XMM-Newton/EPIC, in order to compare their analysis with the results ob-
tained by Favata et al. [6]. Figure 11 shows an example of EPIC focal plane
spectrum synthesized from the model, 25 years from the beginning of the
jet/ambient interaction. These authors found that all the spectra are well fit-
ted with the emission from an optically thin plasma at a single temperature.
The parameters of the fit derived from their model (Table 2) are consistent
with those obtained from the observations [6]. They also found that the X-ray
luminosity shows small variations around 3 × 1029 erg s−1, according to the
observations ([2], [6]).

Although Bonito et al. [3] found that the simple continuous jet model can
reproduce the spectral characteristics observed in most X-ray-emitting jets
(see also [4]), the evolving morphology observed in HH154 [7] is not compatible
with any of the simple models proposed: (i) a continuous jet propagating
through an homogeneous medium [24], (ii) scattered stellar X-ray light [2],
and (iii) static shocks resulting from the stellar wind hitting the cavity or
the disk [2]. Alternative models are therefore required. For instance one could
consider episodic ejection of plasma bullets from the jet’s source, interaction
of the jet with inhomogeneities of the circumstellar medium, or a de Laval
nozzle at the base of the jet.

5 Conclusions and Future Prospects

X-ray-emitting protostellar jets have been discovered only recently and have
been detected only with limited statistics. This is mainly due to intrinsic
limitations that make the detection of X-rays from protostellar jets difficult.
An important limitation is that the known sources are relatively distant: The
closest one (HH154) is at ∼140 pc from us, and the others are located at
more than 400 pc (see Table 1). Another limitation is that these sources
have intrinsic luminosity in the X-ray band, ranging between 1029 erg s−1

and 1030 erg s−1 so that at the distances to which they are located, the X-ray
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observatories in operation can collect just a few tens of photons with exposure
times of the order of 50 ksec. Briefly, X-ray-emitting jets are faint sources
and, as a consequence, only limited spectral and morphological analysis can
be performed.

On the other hand, studying the jet emission properties in the X-ray band
can be very important. X-ray emission reveals the hottest parts of the jet,
allowing a new development in observations of outflows from YSOs. The
X-ray data open up the possibility of analyzing energetic HH objects and
make it possibile for us to of detect fast, strong shocks associated with out-
flows. Moreover, the analysis of X-ray data can provide an unique probe of the
high energy phenomena taking place close to the jet acceleration site (most of
the X-ray sources associated to jets are located at the base of the jet) and can
provide a direct determination of the scale of density changes in the immediate
circumstellar environment.

To date, the X-ray observations have shown that HH154 is an unique
laboratory to study the nature of the jets’ X-ray emission, as the parent star
is hidden by a very large absorbing column density and the jet emerges with
limited absorption. As a consequence, the X-ray emission in this source can
be studied very close to the jet acceleration site, without being blinded by the
stellar light. In addition, HH 154 is the nearest known X-ray-emitting jet and,
this makes the morphological studies possible to a high level of spatial detail.
For instance, as shown by Favata et al. [7], it is possible to detect the proper
motion of the X-ray source on time-scales of the order of few years.

In the light of these considerations, deep Chandra/ACIS observations
(with exposure times of the order of 500 ksec) may be a very useful tool
to study, for instance, the evolving morphology of the two X-ray components
recently identified in HH 154 (the bright stationary component and the faint
evolving one; see [7]). Among other things, these observations could allow us
to measure the plasma temperatures and motions of both components and to
test the proposed mechanism(s) of X-ray emission.

In the future, we plan to develop a detailed magneto-hydrodynamic model
describing a jet with a de Laval nozzle at its base and to compare the model
results with the X-ray observations. To explore whether a de Laval nozzle can
lead to X-ray emission, we have already built a simple hydrodynamic model
providing clear predictions for what would be observed with Chandra/ACIS.
The model simulates a tube with a nozzle and is based on the acceleration
of an initially subsonic plasma flow to supersonic speeds through a narrowing
tube, which later opens allowing the flow to escape. In the case of an over-
expanded supersonic flow at the exit of the nozzle, a strong stationary shock
forms downstream, and weaker and weaker shocks (related to reflections from
the tube walls) form further downstream in the escaping plasma, as shown in
the upper panel of Fig. 12. The bottom graph in the figure shows the central
temperature profile, where it is possible to identify the shocks’ position. The
first shock at the acceleration site is cleanly visible near the jet’s origin at
about 500 AU (100 AU = 0.7 arcsec at the distance of HH154), followed by
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Fig. 12. (Upper panel) 2-D cuts through the rz plane of the jet density (top)
and temperature (bottom) 5 years after the initial acceleration; (Lower panel)
temperature profile along the jet axis (in arbitrary units)

a weaker one at about 900 AU. The absolute scale for the temperature values
depends on the jet’s initial parameters, in particular speed and density; the
emission measure and temperature observed for HH154 can be reproduced
with values for the jet’s speed and density compatible with the ones obser-
vationally determined (a few hundreds km/s for the speed, 102–104 cm−3 for
the density).
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Interferometry: Technique and Applications
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Abstract. Interferometry is an important technique for achieving high angular res-
olution in astronomical observations. It has been a standard technique at centimetre
wavelengths for decades, and is now beginning to make a major impact at shorter
wavelengths with advances in technology. In this article I describe the basic theory
of interference, and show how it may be applied to practical interferometer systems.
I then describe methods for image production from interferometers and for dealing
with wavefront corruption by the atmosphere. Finally, I give an overview of some
of the major interferometric facilities at long wavelengths operating today and of
projected future telescopes.

In this review, I outline the principles of interferometry and describe how
these are put into practice in a range of modern interferometric telescopes.
The basic philosophy of the review is to emphasize a pictorial approach to the
subject, rather than delve into detailed mathematical derivations. Much more
rigorous treatment of interferometry can be found in [18]. In addition, the US
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National Radio Astronomy Observatory (NRAO) hosts a lecture series every
three years, in interferometry, published in [16].

Throughout, I concentrate on applications of interferometry to interferom-
eters at long (wave-regime) wavelengths, with occasional excursions into meth-
ods used in the new generation of optical interferometers. The final section
is an overview of current interferometers working in the meter-to-millimeter
band. The principles behind interferometers at all wavebands, however, are
very similar, including the whole of Sect. 1 and most of Sect. 2. A recent full
and complementary review of optical interferometry is given by [10], and other
reviews in these proceedings cover the VLT interferometer in detail.

1 Basics: Young’s Slits and Fourier Transforms

1.1 Young’s Slits

Interferometry begins with the Young’s slits fringe pattern (Fig. 1). With a
single point source emitting coherent radiation, interference fringes are ob-
served, with constructive and destructive interference observed as the relative
delay of the two interfering rays changes; the separation of the fringes is λ/d,
the wavelength of the light divided by the slit separation.

If the source is made wider (Fig. 1b), we can think of it as a sequence
of point sources each of which emits radiation, which is uncorrelated with
the emission from the others. It follows that the total interference intensity
pattern is the sum of the individual patterns. Since an angular displacement
in the source produces an equal angular displacement in the fringe pattern,
as the source size approaches λ/d the fringe patterns will add to give a con-
stant illumination (Fig. 1c). In this case, the fringe visibility (defined as the
difference between maximum and minimum intensity, normalized by the sum
of maximum and minimum intensity) drops to zero. Conversely, when the an-
gular size of the source is � λ/d, the fringe visibility is 1; this corresponds
to a situation in which the source size is smaller than the angular resolution
of the interferometer, and only an upper limit of order λ/d can be obtained
on it.1

Now suppose that the slit spacing d is decreased. For the same size of
source, this produces less “washing-out” of the fringes, because the same dis-
placement of the source now produces much less displacement of the fringe
patterns as a fraction of the fringe separation λ/d (Fig. 1d). The smaller the
slit separation, the larger the source size that can be probed using interfer-
ometry.

The situation is summarized in Fig. 2. If we plot, for a given source dis-
tribution, the way in which visibility varies with slit separation, it can be
1 In practice, the fact that the visibility function begins to decrease as soon as the

source extends significantly often allows some information to be derived down to
at least 0.5λ/d and in some cases further.
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a b

c d

Fig. 1. Young’s slits in various situations. In each panel, the source is shown on
the left, and on the right of the slit are shown the fringe patterns separately for
each part of the source and then the added fringe pattern; (a). The basic two-slit
pattern, showing fringes an angular distance λ/d apart; (b). The effect of increasing
the source size. An angular shift of the source position by θ shifts the fringe patterns
by θ the other way. Since the patterns come from mutually incoherent sources, the
intensity patterns add to give a pattern of reduced visibility; (c). When the size of
the source reaches λ/d, the fringes add to give zero visibility; (d) If the slit spacing
is then reduced, the fringe spacing increases, and the same size of source is still able
to give visible fringes: the source would need to be increased in size to λ/dnew in
order to wash out the fringes
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Intensity distribution
of source as a function
of angle on the sky

Visibility of interference
fringes as a function of
slit separation ("baseline
length")
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Fig. 2. Relation between source brightness as a function of angular distance and
visibility of interference fringes as a function of slit separation (baseline length)

seen that for small sources the visibility remains high out to large slit sepa-
ration (in the limit of point sources, to infinite slit separation), whereas large
sources produce visibility patterns which fall off quickly as the slit separation
increases.

The relation between I(θ) and V (d) represented here is one which maps a
large Gaussian into a small Gaussian, and vice versa, and it is fairly obvious
that it is a Fourier transform;2 this relationship is the basis of the whole
discussion that follows.

This relationship was applied early in the history of radio interferometers
to find the sizes of quasars, which were known to be exceedingly small. The
method adopted was to use one fixed telescope and one movable telescope and
measure the visibility function, using electronic combination of the signals over
baselines up to ∼150 km [1]. As the telescopes were moved further apart, the
visibility finally fell below unity at large separations, allowing the angular size
to be calculated as λ/d.

1.2 Application to Real Interferometers

The Young’s slit experiment discussed so far involves sampling two parts of a
plane wave generated a large distance away, delaying one wave with respect
to the other, and generating the interference pattern as a function of delay.
There are many situations in which exactly the same thing is being done. In
Fig. 3, for example, a plane wave from a source at infinity is sampled by two
telescopes separated by a vector B. The path delay between the two waves is

2 This is known as the Van Cittert-Zernicke theorem. Readers requiring a more rig-
orous derivation are referred to [3] a classic textbook on optics, or the introduction
to radio astronomy by [5].
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given by B·s, where s is the unit vector in the direction of the source, and the
phase delay is therefore given by k B·s, where k ≡ 2π/λ.

Consider a point source. If the electric field received by the first telescope
is E, that received by the second is just EeikB·s, because of the phase delay.
We can combine these signals, in a way analogous to the screen in Young’s
slits, by multiplying them together electronically3 or, in the case of optical
systems, by using a Michelson or Fizeau interferometer system to combine the
beams. If we then add the fringe patterns over different parts of the source,
we obtain the response of the interferometer R as

R =
∫
I(σ)eikB·(s+σ)dσ,

where s+σ is the vector in the direction of a particular small part of the source
with an intensity I(dσ). Noting that σ is parallel to the projected baseline
vector b (Fig. 3) and so B·σ=b·σ, we then have

R = eikB·s
∫
I(σ)eikb·σdσ,

where the eikB·s term is solely dependent on the array geometry and has,
therefore, been removed from the integral.

What we, therefore, have is a series of fringes, whose amplitude is given by
the Fourier transform of the source intensity distribution. In practice, steps
are usually taken to get rid of the fringes using a phase rotation whose rate is

σ

B.s

Fig. 3. Basic diagram of an interferometer with baseline vector B observing a source
in a direction with unit vector s

3 This is not exactly the same as the Young’s slits screen, which adds the electric
fields and then forms the intensity using I = (E1 + E2)

∗(E1 + E2), but the result
is almost the same, apart from a constant offset term in the addition case. Not
having this term is useful, because we do not have to worry about the offset term
being constant with time.
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known (as both B and s are known). This is done in optical interferometers
by use of accurate delay lines to compensate for the path difference, and in
radio interferometers by the insertion of electronic delays. We are then left
with the Fourier transform response only, which conveys information about
the source. The response is a complex quantity which contains an amplitude
and a phase; both are interesting.

Due to the fact that the signal from an interferometer results from the
correlation of signals from two telescopes, interferometers have the advantage
of much lower sensitivity to interference because most interference does not
correlate. Thus, the only interference which causes a serious problem is that
which saturates or disables the receiver. Such interference can be dealt with by
dividing the observing band into spectral channels and removing any affected
channels.

1.3 The u, v Plane

A further step is to decompose both σ and b into Cartesian coordinates. The
decomposition of σ is easy, as it is just a vector in the sky plane: σ = σxi+σyj,
where i and j are unit vectors in the east–west and north–south directions,
respectively. This then suggests a decomposition of b into ui + vj, so that
b·σ = ux+ vy. The response after fringe stopping then becomes

R(u, v) =
∫∫

I(x, y)e2πi(ux+vy)dxdy,

a much more explicit 2-D Fourier transform. Note that u and v are defined in
units of wavelength, hence the k in the previous expressions has become 2π.

The physical interpretation of the decomposition of b is fairly straight-
forward. Imagine sitting on the source (Fig. 4); then the projected baseline
vector appears as a line drawn on the earth. This can be decomposed into a
component parallel to the equator at its nearest point to the source, and a
component parallel to the line between this point and the north pole. These
components are u and v, and they change as the earth rotates. Specifically,
they trace out an ellipse in u, v space during one earth rotation (Fig. 4).

This change in u and v is useful, as we see if we consider how the response
function R(u, v) tells us what is on the sky. Figure 5 shows the basic Fourier
transform relation in a diagram. A double source of separation 1 radian pro-
duces stripes in the u, v plane of separation 1 wavelength. Since the Fourier
transform gives an inverse relation between distances in the two spaces, a
double source of separation a arcseconds gives a series of stripes of separation
206265/a wavelengths. Superposed on this is the track of the u, v ellipse, and
over a day there are, therefore, variations in the interferometer response as
the interferometer follows the elliptical track over these stripes. Studying this
variation in amplitude (and phase) response over the period, we could work
backwards to deduce the separation and orientation of the stripes and, by
taking the Fourier transform, recover the source structure.
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Fig. 4. Schematic diagram showing the baseline between two telescopes as the earth
rotates. The E–W and N–S components of this vector give u and v. For an east–west
baseline, v=0 at source transit

Fig. 5. Diagram showing the interferometer response as a function of u and v for a
double source on the sky
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The u, v track has a semimajor axis in the u direction of L
λ cos δ, and a

semiminor axis in the v direction of L
λ cos δ sinD.4 In these expressions, L is

the baseline length, D is the declination of the source, and δ the declination of
the baseline; the latter quantity is the declination of the point on the celestial
sphere to which the baseline vector points.

The resolution of which a baseline is capable is given by the inverse of the
maximum extent of the u, v ellipse, namely λ/L. The point-spread function
of an image has dimensions, which are the inverse of the spread in the u, v
plane of the images being used, which means that for sources close to the
equator (where D →0 and the ellipses collapse to straight lines) the point-
spread function of an interferometer is typically less ideal, although images
of the sky can be made with care. Figure 6 shows the u, v tracks for the
MERLIN interferometer array, which contains baselines from 6 km to 250 km
at a range of orientations. Note the gradual change from circular u, v tracks
to nearly linear tracks as the source declination decreases.

If many baselines are present, many simultaneous measurements can be
made in the u, v plane. The more completely the Fourier plane is filled, the
easier it is to obtain a faithful reproduction of the sky intensity distribution
in an interferometric image.

1.4 A Cautionary Tale

Interferometric (Fourier) imaging has important differences from direct imag-
ing. The most important difference can be deduced by going back to the
Young’s slits setup: Long baselines record small-scale structures in the source
very well, but are insensitive to large-scale structures, because once the
source becomes larger than λ/L the fringes wash out and do not return as the
source size increases. An example of this is shown in Figs. 7 and 8.

Figure 7 (top panels) shows a simulated source of 12′′ extent, mapped using
an array whose u, v coverage gives a maximum baseline length corresponding
to a resolution of 3′′. The source structure is recovered reasonably well, as
the range of baselines present cover spatial scales from the resolution up to
approximately 10 times larger scales. Now suppose that we get greedy and
decide that we would like to observe at ten times higher resolution. This is no
problem – we move the telescopes to spacings ten times greater and repeat
the observation. This indeed gives a map with 300-mas resolution, on which
there is no sign of the source (Fig. 7, bottom panels).

Let us then try to smooth the image and recover the structure. If we try
this, what we actually recover is shown in Fig. 8. The awful realization dawns

4 Spherical trigonometry can be used to show that the ellipse is parametrized by
the equations: u = L

λ
cos δ sin(H − h), v = L

λ
(sin δ cos D − cos δ sin D cos(H − h))

(e.g. [12]). Here, H is the hour angle of the source, and h the hour angle of the
point on the sky to which the baseline points. For a general baseline, the center
of the ellipse is offset by L

λ
sin δ cos D from the origin in the v-direction.
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at this point that by using a long set of baselines, we have not recorded the
structure on large spatial scales at all and have lost it irretrievably. The moral
is that interferometer arrays should be chosen carefully to match resolution
to the spatial scales required by any particular astrophysical problem.5

80 60

30 0

Fig. 6. u, v tracks for the MERLIN interferometer for sources at four different
declinations: 80◦, 60◦, 30◦, and 0◦

5 In fact, using resolution higher than required often causes even worse problems.
This is because, for any given array, higher resolution demands observing at
higher frequencies, which in turn imposes penalties in source brightness for typ-
ical steep-spectrum radio sources and in generally worse system performance at
high frequencies. Some interferometers, in particular the VLA, allow different res-
olution images at the same frequency by regularly moving the telescopes between
different configurations, from compact to more extended.
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1.5 Field of View of Interferometric Images

Primary Beam

Once again, we can go back to Young’s double slits to deduce another fun-
damental limitation of the interferometric image. If the slits are widened, the
aperture distribution no longer consists of two delta functions, but of two
delta functions convolved with a single wide slit. It follows from the convolu-
tion theorem that the interference pattern, being the Fourier transform of the
aperture distribution, consists of the original two-slit fringe pattern multiplied
by the Fourier transform of a wide slit, namely a sinc function. The sinc func-

Fig. 7. Simulations of observations of a large Gaussian source with a set of short
baselines, giving low resolution matched to the size of the source (top left, u, v cov-
erage, top right, resulting image) and a set of long baselines giving higher resolution
(bottom left, u, v coverage, bottom right, resulting image)
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Fig. 8. Smoothed image of a long-baseline observation of a diffuse source. Nothing
is visible

tion has a width inversely proportional to the width (w) of the slits, and the
fringes disappear at delays greater than the width of the sinc function, λ/w.

Now in an interferometer, going further away from the center of the field
of view just corresponds to a different delay from that which obtains at the
center. The width of the slits translates directly to the size of each interfer-
ometer element, and the field of view in radians is the wavelength of the light
being studied divided by the diameter of the elements.

Wavelength Ranges

Again going back to Young’s slits, it is easy to see that other effects may
intervene before the primary beam limit is reached. The most serious of these
is that the radiation is not monochromatic. We can consider each single fre-
quency separately and add the resulting fringe patterns which have different
separation (λ/d) between maxima. The result is that in the center of the
fringe pattern, full-visibility fringes are seen, since here the delay is zero. At
larger values of delay, further up the screen, the interference fringes from dif-
ferent colors add in such a way as to reduce the visibility to zero even for a
point source. Once again, the effects at large delay translate directly to the
interferometer, and a range of wavelengths in the interferometer causes loss of
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response at the edge of a field of view where the delay between the interfering
waves is different.6 If the bandwidth is Δλ, then the field of view is given by

Δθ = (λ/Δλ)(λ/L),

or the beam size divided by the fractional bandwidth. In order to achieve rea-
sonable signal-to-noise, many interferometers use large fractional bandwidth,
implying a very restricted field of view. The solution is simply to divide the
signal into many frequency channels and correlate each separately. The cost is
greater complexity of the correlator and larger datasets, but in most modern
interferometer systems computing and hardware are advanced enough that it
is usually possible to image the full primary beam.

Other Effects

Two other effects should be mentioned briefly; see [16] for further details. The
first is that a limitation on the field of view is imposed by the integration
time per data point, because the values of u and v change during a finite
integration time. This gives a roughly tangential smearing in the u, v plane,
which becomes worse further out; Fourier transforms this into a tangential
smearing in the sky plane which becomes worse further out. The result is that
amplitude is lost at the edge of the field. The second effect is that the sky
is not flat and that instead of using a 2-D Fourier transform we should have
used a 3-D transform, with an extra phase term of the form

√
(1 − x2 − y2)

added to the transform. Unlike the bandwidth and integration time effects,
the effect of non-flatness is curable after the event by additional processing.

2 Producing the Image

2.1 Deconvolution

So far we have circumvented the major problem, which is that the interfer-
ometer response function has not been measured over the whole u, v plane.
To do this at a single frequency would require enough telescopes to provide
baselines at all possible separations and orientations, an expensive operation
with substantial planning implications. Lack of this information means that
the number of different images consistent with the data is infinite, since we
could in principle fill in the unmeasured parts of the u, v plane in an infinite
number of ways.

6 For a large Gaussian-shaped bandwidth, the fringe response as a function of
angular distance from the center is a small Gaussian, and for a small Gaussian-
shaped bandwidth, the fringe response varies as a broad Gaussian with angular
distance. This completes another “proof” of a Fourier transform relation between
these two quantities.
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The basic problem is that we want the image I(x, y) resulting from the
full u, v response function I(u, v),

I(x, y) =
∫∫

I(u, v)e2πi(ux+vy)dudv

but instead have the “dirty image”

ID(x, y) =
∫∫

I(u, v)S(u, v)e2πi(ux+vy)dudv,

which results from the intervention of the sampling function S(u, v), which is 1
in parts of the u, v plane where we have sampled and zero where we havennot.

We recognize the right-hand side of the last equation as a Fourier trans-
form, where the argument is the product of two functions I and S. We can,
therefore, use the convolution theorem to write

ID(x, y) = I(x, y) ∗B(x, y),

where

B(x, y) =
∫∫

S(u, v)e2πi(ux+vy)dudv,

the “dirty beam” is the Fourier transform of the sampling function. Since
we know where the telescopes are and can do spherical trigonometry and
Fourier transforms, the sampling function and, hence, dirty beam are accu-
rately known. Recovering the image I(x, y) is therefore a classical deconvolu-
tion problem, for which we need to supply additional information in order to
do the deconvolution.

Clean

The first way to do this is by using the algorithm known as CLEAN [8],
which amounts to a brute force deconvolution. The basic algorithm begins by
detecting the brightest point in the dirty map, shifting the dirty beam to this
point, and scaling and subtracting off the dirty beam.7 At each subtraction,
the flux and position subtracted are noted, until the map from which the
dirty beams have been subtracted (known as the residual map) consists only
of noise. At this point, the subtracted fluxes are convolved with a restoring
beam selected by the user and added back into the field of noise to give a final
“CLEAN map” from which the sidelobes of the dirty beam have been removed.
The usual procedure is to make the CLEAN beam of the same dimensions as
the central spike in the dirty beam. This is a logical procedure, since the
dirty beam is the Fourier transform of the sampling function, and the further

7 In practice, a fraction – typically 5–10% – of the dirty beam is subtracted to
improve stability. This fraction is known as the “loop gain”.
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Fig. 9. CLEANing procedure applied to a radio source consisting of two point
source components observed with the VLA. All maps are contoured at the same
level: (Top left) the dirty map; (Top right) the residual map after 10 iterations
of CLEAN, in which a small amount of flux has been removed at each iteration;
(Bottom left) the residual map after 100 iterations of CLEAN: note the removal
of most of the dirty beam structure; (Bottom right) the CLEAN map after some
further CLEANing, formed by the addition of the point source components back
into the final residual map. Further CLEANing does not give significant improve-
ment; although the basic source structure is visible, there are some clear artefacts
remaining. Their causes and cure are addressed in Sect. 3

out in the u, v plane the sampling function has non-zero values, the higher
the resolution we are justified in using. It is possible to use a CLEAN beam
smaller than the formal resolution (a process known as super-resolution) at
increasing risk of introducing incorrect structure in the map. Figure 9 shows
an example of the CLEAN procedure in action.

An important decision in the CLEANing process is the weighting to be
applied to the data, as the recorded data are not uniformly distributed across
the u, v plane and in practice is usually concentrated towards the center. One



Principles of Interferometry 207

option is “natural weighting,” in which all data points are treated equally. Sta-
tistically, this provides the best signal-to-noise in the final image, but because
of the central concentration of the u, v data the sampling function is more
centrally concentrated, and its Fourier transform, the dirty beam in the sky
plane, is therefore more extended. The result is worse resolution in the final
map. An alternative option is “uniform weighting,” in which equal weights
are applied to each u, v grid, giving increased resolution at the expense of
weighting down data at small u and v and degrading the signal-to-noise.

The additional information that has been supplied to the deconvolution
problem by CLEAN is the assumption that the sky consists of a finite number
of point sources or alternatively that most of the sky is empty. Not surprisingly,
therefore, CLEAN works very well for simple sources, but can occasionally fail
on very large amorphous sources of low surface brightness.

Maximum Entropy

A second deconvolution method is altogether different in philosophy, and is
known as the Maximum Entropy Method, or MEM (e.g. [4]). The starting
point is to consider possible images of the sky and prefer those which are
more likely. The most preferred image is a completely uniform distribution,
which gives the maximum entropy (or minimum information); however, such
an image is normally inconsistent with the data. If we consider images which
are progressively less likely to be produced by chance, sooner or later we
encounter an image which still occurs relatively often but is nevertheless con-
sistent with the data. The process, therefore, corresponds to a joint mini-
mization, including the goodness of fit to the data and the maximum effective
smoothness (usually parametrized in forms such as Σpi ln pi, where the pi’s
are the individual pixel values).

2.2 Sensitivity

The sensitivity (r.m.s. noise) of a wave-regime (meter-centimeter) interferom-
eter is given by

S =
√

2kBTsys

Aη
√
nbΔνtint

,

where Tsys is the system temperature, A is the area of each antenna, η is
the aperture efficiency, nb is the number of baselines, Δν is the observing
bandwidth, and tint is the integration time. The units are Wm−2 Hz−1, but
because the Boltzmann constant kB is uncomfortably small the usual unit
is the Jansky, where 1 Jy ≡ 10−26 Wm−2 Hz−1. For extended sources the
sensitivity is Janskys per beam area. The sensitivity of many modern inter-
ferometers after a few minutes of integration is around 100 μJy/beam.

A couple of terms in the equation deserve comment. We can define “tem-
peratures” in this context in terms of the temperature of a black body which
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would provide the equivalent received power of radiation at the observing fre-
quency.8 The noise contribution to a radio interferometer is provided mainly
by the receivers (contributing typically 30–50K), spillover from thermal emis-
sion from the ground, and ultimately by the 3K contribution from the cosmic
microwave background. The aperture efficiency η can be varied according to
how the aperture is illuminated (i.e. the relative weight given to radiation
reaching the feed from different parts of the antenna).

In an optical interferometer, the formulas are somewhat different, because
we are collecting photons. There are a number of detailed differences. The first
is that it is impossible to clone photons in the same way that electrical signals
can be reproduced indefinitely, so every time a beam is split, signal-to-noise
is lost. For example, if the array consists of 11 elements, the beam from each
element must be split 10 times, losing signal-to-noise, if we wish to interfere
all the beams to produce fringes on all baselines. Second, the practical limit
is always imposed by the fact that we need a reasonable number of photons
in one isoplanactic patch (the area over which the atmospheric corruption is
approximately the same) in one atmospheric coherence time (the timescale of
variation of atmospheric corruption). Third, optical interferometers typically
contain a large number of reflecting elements, with a some light loss at each
reflection.

Although it is probably fair to say that the problems have been more diffi-
cult than anticipated, major progress is now being made. The use of adaptive
optics on individual telescopes means that the wavefront can be corrected over
the whole aperture, increasing the coherence patch to the area of the telescope
diameter and hence increasing the potential signal. In an optimum site such as
that of the Very Large Telescope Interferometer (VLTI) on Paranal mountain
in Chile, images of 14th magnitude objects can be made. A list of current
optical interferometer systems is given by [10].

3 Dealing with the Atmosphere

Electromagnetic radiation travels to us for billions of years through a nearly
perfect vacuum as a nearly perfect plane wave. Unfortunately, the Earth’s
atmosphere intervenes in the last microsecond to convert a smooth wavefront
into a wavefront with phase corrugations, which vary over small spatial scales
and on potentially small timescales. At some wavelengths, both the amplitude
of the wavefront and the phase are affected.

There are a number of features in the earth’s atmosphere that corrupt the
wavefronts. At low radio frequencies, the problem is the ionosphere, consist-
ing of a collection of charged particles capable of shifting phases below the

8 In the wave regime, we are in the Rayleigh-Jeans part of the Planck spectrum,
and the specific intensity at a given frequency (in units of Wm−2 Hz−1 sr−1) can
be written as 2kBT/λ2.
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plasma frequency (typically a few hundred MHz) and which responds to solar
activity, producing most disturbance at times of solar maximum. At higher
radio frequencies, the problems are mainly due to water vapor, which pro-
duces phase rotations on “coherence timescales” of minutes above 10 GHz.
Successively shorter coherence times are seen as the frequency increases, until
not only the phase but also the amplitude is affected. Observations at higher
radio frequencies, such as the ≥30 GHz observations typically used to observe
the peak of the CMB radiation, are usually done from high mountains above
most of the water vapor; some experiments in this region are planned at the
South Pole where the water vapor is frozen out.

In the infrared and optical region of the electromagnetic spectrum, the
coherence times are typically much shorter. The transverse length scale of
phase fluctuations is given by the Fried parameter r0, and these atmospheric
fluctuations are blown across any given line of sight by tropospheric winds.
The resulting phase and amplitude fluctuations have characteristic timescales
of tens of milliseconds, requiring corrections to be applied on short timescales,
which are now being achieved.

3.1 Closure Quantities

Ignoring atmospheric phase fluctuations is not an option, as the response
function of the interferometer is directly affected by them and their effect is
to wipe out the fringes. The phase on any individual baseline is not a good
observable, since atmospheric errors e1 and e2 on two telescopes produce a
resultant of the form e1 − e2 in the response function when the signals are
correlated.9

We can observe, however, that if we have a triangle of three telescopes,
and if we measure the interferometer phase response on each baseline, we
obtain three phases responses containing the phase error terms e1−e2, e2−e3
and e3 − e1. These add to zero, leaving only information on the astronomical
structure. Although we have slightly fewer constraints, by modeling these
“closure phases” we can obtain constraints on the phases of the response
function in the u, v plane and hence deduce the source structure.

A similar quantity can be derived for amplitudes. Since amplitudes are
multiplicative, four telescopes are needed in order to use the baseline ampli-
tudes to form the quantity A12A34/A13A24. The error on A12 is the product
of the amplitude error terms, a1a2, and once again the errors cancel out.

Closure mapping has been used for many years. It has been successfully
used in optical interferometry, even from sites with considerable phase fluctu-
ations such as the situation of the COAST optical interferometer. Despite the
less-than-ideal atmospheric conditions, maps have been produced of bright
stars such as Capella and Betelgeuse [20]. This gives a clue to the main limi-
tation, however; use of this method requires that the sources be bright. This
9 Correlation involves an operation of the form < E1E

∗
2 >= A1e

iφ1A2e
−iφ2 , so

amplitudes multiply and phases add or subtract.
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is because what is required is sufficient signal on the source in an atmospheric
coherence time to separate atmospheric and source phases.

3.2 Self-calibration

The assumption of closure mapping is that errors in amplitude and phase
are separable by telescope and that no additional errors are introduced into
the response function of each baseline separately. This is not precisely true,
and in practice the biggest problem is usually mismatched bandpasses in the
correlator, which give baseline-dependent errors. Great care is usually taken
to minimize these, resulting in such errors being a few tenths of a percent.

The assumption of only telescope-based error is used in the procedure
known as self-calibration [6], which uses the data, together with a guessed
model, to determine the phase and amplitude corrections on each telescope.
Suppose we have visibilities Vij on baselines between telescopes i and j, and
we call the telescope complex gains gi and gj . Suppose also that we have a
model whose Fourier transform predicts visibilities VM

ij . Then we write the
equation

Vij = gigjV
M
ij

for all i,j, and use a least-squares solution to determine the gis. The process is
repeated by replacing the original data with Vij/gigj, mapping and CLEANing
the new data to produce a new model, Fourier transforming to give a new set
of model visibilities V M ′

ij , and repeating the process until it converges and the
gi corrections are close to 1.

At first sight, this looks an uncomfortably Self-Referential procedure. A
model which may or may not look like the sky has been used to correct the
visibility data, and we have then used a model derived from the corrected data
to determine further corrections. One answer is that the procedure works.
Simulated data can be created, phase and amplitude errors added, and the
original sky map is recovered by self-calibration. The underlying reason for its
success is that the problem is overconstrained, because in any one integration
the number of unknowns is proportional to the number of telescopes, n, and
the number of constraints is proportional to the larger number of baselines,
n(n− 1)/2. Figure 10 shows an example of self-calibration in action.

There are a number of caveats in practice. The most important is that
the source needs to contain a point source bright enough to be visible on all
baselines at > 3σ in one coherence time – for many interferometer arrays,
this means of the order of 10–20 mJy. The reason is that the least-squares fit
in which the gis are computed degenerates into a noisy mess if the Vijs are
noisy. Because the corrections change over a coherence time, it is not possible
to integrate for a long time in order to build up signal-to-noise to do the
correction.

A second caution concerns the order in which the phase and amplitude
corrections are built up. Since atmospheric effects on phase are nearly always
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Fig. 10. The same radio source as in Fig. 9. The left panel shows the deconvolved
map after CLEAN only. On the right is the same map after one iteration of phase
self-calibration and further CLEANing. The maps are contoured at the same level,
but the impact of self-calibration in removing artefacts due to phase corruption is
obvious

more major than amplitude effects, it is usually better to begin by computing
only the phase part of the complex gains, using a time interval shorter than
the phase coherence time, and only then to correct the amplitude part. This
halves the number of free parameters in the early part of the process and
thereby makes it much more stable. Once the phases are determined, the
amplitudes can be corrected over a longer timescale as (at least at a few GHz)
the amplitude corruption does not change as quickly. Indeed it is often a good
idea, particularly in sparsely filled arrays or for relatively weak sources, not to
use too short a correction time for the amplitudes. For most VLBI experiments
15–30 minutes is probably safe.

3.3 Phase Calibration

A more direct way to correct the atmospheric phase corruption is to cali-
brate it directly, rather than sort it out after the event. In this approach, a
calibrator a source of known structure is observed periodically. Because the
source structure is known, it can be Fourier transformed and removed from the
interferometer response function. Any residual phase structure must be atmo-
spheric and can be interpolated and removed from observations of the target.

This approach is attractive because, provided the calibrator source is
strong enough to allow good signal-to-noise per baseline per atmospheric co-
herence time, there is in principle no limit on the brightness of the target
source. Phase calibration, otherwise known as “phase referencing,” is there-
fore widely used. There are two caveats: first, the target source must be in
the same isoplanactic patch (that is, the target and phase calibrator must be
close enough that the atmospheric phase corruption is similar for both), and



212 N. Jackson

the switching must be done with in a period not greater than the atmospheric
coherence time.

4 Interferometers in Practice

4.1 Very Brief History

Much of the development of connected-element interferometry was done by
groups in the UK, USA, the Netherlands and Australia, and a Nobel Prize
was awarded to Martin Ryle in Cambridge for development of the technique.
This group used arrays of dipoles, and later connected dish antennas together
forming the One-Mile Telescope, to discover and investigate radio sources [13].
The earliest large radio source catalogue, 3C, contained the first two known
quasars, 3C48 and 3C273. The successor to the One-Mile Telescope, the 5-km
Telescope (now known as the Ryle Telescope, [14]) was built soon afterwards.

At the same time, other interferometer arrays were being built, including
the Westerbork Synthesis Radio Telescope (WSRT) in the Netherlands [2], the
Bologna Cross, arrays at Molonglo in Australia, and Ooty in India. The MER-
LIN six-telescope interferometer array, based at Jodrell Bank, pioneered the
extension of connected-element interferometers to longer baselines of around
200 km giving higher resolution [7]. Also, in the late 1970s, the Very Large Ar-
ray (VLA, [17]) was built. This instrument has 27 25-m diameter telescopes,
giving high sensitivity, and has a maximum baseline of 36 km. It is arranged
in a Y-shape, and the antennas can be moved to four different configurations
with baselines shorter by successive factors of 3.

4.2 More Current and Future Interferometer Systems

A brief overview of some long-wavelength interferometer systems follows (see
also Fig. 11). Again, the new optical systems, such as the VLTI, COAST, and
Keck interferometers are covered by the article by [10].

VLBI

An important subset of interferometer arrays are those operating on very long
baselines, known as VLBI (very long baseline interferometer) arrays. The orig-
inal such collaboration was the European VLBI Network (EVN) whose found-
ing member telescopes included the 76-m Jodrell Bank telescope in the UK,
the WSRT in the Netherlands,10 the 100-m Effelsberg antenna near Bonn,

10 The WSRT is itself a connected-element interferometer, but it is possible to insert
phase delays into the arm of each element in such a way as to use the interferom-
eter as a single telescope with effective area of the sum of the individual telescope
areas (a process known as “phasing up”).
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Fig. 11. Range of angular source size (set by the resolution) and brightness tem-
perature of sources, with the northern interferometer array suited to the observation
at 5 GHz. The lower limit to each range is set by resolution, and the upper limit
by the insensitivity of interferometers to sources larger than that visible to their
shortest baselines. The upgrades described in the text are included in the figure.
The strength of the sources is plotted as “brightness temperature” which is related
to flux density S in Jy by the equation S = 2kBTΩ/λ2, where Ω is the beam solid
angle. Reproduced from the MERLIN website www.jb.man.ac.uk/∼merlin

Germany, the Onsala 25-m telescope in Sweden, and the 32-m Bologna tele-
scope in Italy. Further telescopes now part of the EVN include the Torun
telescope in Poland, and further antennas in Italy, Spain, and China. A 10-
telescope array, the Very Long Baseline Array (VLBA) was subsequently built
in the USA with somewhat higher resolution but lower sensitivity. It is possible
to combine the EVN and VLBA into a global VLBI array with high sensi-
tivity (about 10 μJy/beam after 12 hours) and a resolution of 1 mas about
50 times higher than that of the Hubble Space Telescope. It is also possible
to increase the baseline still further by launching a radio antenna into space.
This was done experimentally by use of the TDRSS satellite [9] and later by
the dedicated VLBI satellite VSOP/Halca, launched by the Japanese space
agency in 1997 and which observed until 2003. A larger mission (VSOP-2) is
currently funded, which will feature a larger telescope to be launched in 2012.

VLBI observations are usually not combined into visibilities at the time of
observation. Instead, they are often recorded on tape, together with accurate
time stamps from a maser clock, and shipped to a central processor for corre-
lating, usually the JIVE facility in the Netherlands or the NRAO correlator
in Socorro. Recently, with the availability of increased Internet bandwidths, it
has been possible to send the signals to the central correlator online, a process
known as e-VLBI. In principle, the only limit to this technique is the speed of
the correlator and the availability of the huge Internet bandwidths required.
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GMRT

The Giant Meter-wave Radio Telescope [15] is located in India, near the city
of Pune. It consists of thirty 45-m antennas, and the resulting large collecting
area gives very high sensitivity between 50 MHz and 1420 MHz; the frequency
range is limited at the high end by the fact that the antennas are of mesh
rather than solid metal. It is particularly suitable for relatively high-resolution,
sensitive imaging at low frequencies including the redshifted neutral hydrogen
line.

ATCA

The Australia Telescope Compact Array is the most significant long-wavelength
interferometer system in the southern hemisphere. It consists of six 22-m an-
tennas over baselines of up to 6 km, with good high-frequency performance.

Fibres and Sensitivity: EVLA and e-MERLIN

Important upgrades to Earth-based interferometers are currently under way.
The major programmes involve an increase in sensitivity by using higher band-
width. Currently signals are transmitted using transmission lines or microwave
links with a limited bandwidth, typically a few tens of MHz. Both MERLIN
and the VLA are being upgraded within the next few years (becoming, re-
spectively, e-MERLIN and the EVLA) by the addition of optical fiber links
between telescopes. These links can carry signals of ∼2 GHz of bandwidth,
resulting in a factor of 5–10 in improvement in signal-to-noise, and in both
cases for a small fraction of the cost (in current dollars) of the original arrays.
The increased bandwidth has another benefit when observing a broadband
source, namely an improvement in u, v plane coverage. Since the u, v plane
is measured in wavelengths, a wide band means that for a given baseline, a
range of positions in the u, v plane are measured simultaneously. This means
that even an array with a small number of elements, such as MERLIN with
six telescopes, can cover essentially the entire u, v plane and thus deliver very
high image fidelity (Fig. 12). With complete aperture coverage, radio inter-
ferometers will be able to produce the same level of detail as in current direct
optical images.

LOFAR and the MWA

At the low-frequency end of the radio spectrum, it is possible to increase sen-
sitivity using the fact that huge collecting areas can be achieved relatively
cheaply. This is being exploited by the Low Frequency Array (LOFAR, [11])
being built in the Netherlands and by the Mileura Widefield Array (MWA)
currently undergoing demonstrator tests in Western Australia. LOFAR will
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Fig. 12. The difference between u, v coverage of MERLIN, a six-telescope inter-
ferometer array, using a single frequency (left) and a 2-GHz bandwidth at 5 GHz
(right). The essentially complete coverage of the u, v plane allows extremely high
fidelity imaging of much more complex structure than hitherto possible. The pro-
cessing power needed is considerably greater, because of possible spectral index
gradients across the source, but this too is essentially a solved problem. The image
is reproduced from the e-MERLIN science case

consist initially of about 50 elements, each consisting of a field of 50-m diam-
eter filled with dipole antennas. This will give high sensitivity up to 240 MHz
and a resolution of a few arcseconds, with a possibility of higher resolution
if long baselines are added. At such low frequencies, the field of view is very
wide and survey speeds are correspondingly high. It is also possible to ma-
nipulate the phases applied to the antennas to form multiple beams on the
sky, effectively allowing the telescope to look in a number of directions at
once. The major science goals include the detection of the epoch of reion-
ization in redshifted neutral hydrogen, the production of sensitive wide-field
surveys, and the monitoring of transient sources which becomes possible with
rapid sky coverage.11 The difficulties include the large amount of process-
ing power required, wide-field problems with removing sidelobes from bright
sources at large angles, and more seriously the calibration problems associated
with dealing with rapidly varying phase corruption from the ionosphere and
(particularly in the LOFAR case) the necessity for very efficient excision of
radio-frequency interference.

11 Another widefield telescope at somewhat higher frequencies is the Allen Telescope
Array, currently being built at a site in New Mexico, USA. When complete it will
consist of three hundred 6-m dishes and have a large survey speed by virtue of the
sensitivity from the large number of elements combined with the large primary
beam of the small individual elements.
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ALMA

At the other end of the frequency range, the Atacama Large Millimetre Array
(ALMA) is a new interferometer being built on the Chajnantor plateau in
Chile, a dry and high (5000-m) site close to the Bolivian border. The choice
of site is due to the effects previously mentioned of the water vapor in the
lower atmosphere on the amplitude of radio signals. ALMA will operate be-
tween 30 and 950 GHz, in the windows permitted by the small quantity of
atmospheric water vapor which remains above it. Its strength lies in the wide
variety of molecular astrophysics and chemistry which can be probed at these
frequencies, due to the huge number of molecular lines in the millimeter and
submillimeter bands; it will be able to probe areas of star formation very sen-
sitively, as well as detect molecular gas on cosmological scales from distant
galaxies.

CMB Observations

A specialized niche in interferometry is occupied by experiments which are
detecting structure in the Cosmic Microwave Background. These experiments
tend to use short baselines, because the power in the CMB fluctuations is
observed at significant strength on scales from arcminutes up to degrees and
frequencies from a few tens of GHz upwards due to the fact that the CMB
radiation has a thermal spectrum with a temperature of 3K and a consequent
spectral peak at 300 GHz. Most, like ALMA, operate from high, dry sites such
as the Chajnantor plateau itself, the island of Tenerife, or the South Pole.

Square Kilometer Array

After the bandwidth of interferometers has been increased to a maximum
(Δν/ν ∼ 1), there is only one option for increasing sensitivity, namely, in-
creasing the collecting area. In the wave regime, the noise level becomes bet-
ter as A−1 rather than the A−1/2 obtained by increasing the collecting area
of a photon collector so increased telescope acreage is rewarded particularly
spectacularly in the low-frequency part of the electromagnetic spectrum.

The idea of a very large interferometric telescope arose 15 years ago (e.g.
[19]) and is now under detailed design study, with a view to full-scale con-
struction in either western Australia or South Africa in the middle part of
the next decade. There are a number of technological challenges that are be-
ing solved by various parts of the community using existing interferometers,
including large-area coverage, multiple beams and large-scale data processing
and correlation (e.g. LOFAR), transmission by long distances along optical
fiber (e.g. e-MERLIN, EVLA), the possibility of high-resolution imaging using
very long baselines and real-time correlation (e.g. eVLBI) and the problems
of high frequencies (e.g. ALMA).
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Although the SKA is some years in the future, the scientific potential is
huge. For example, it will be able to see the faint emission of neutral hydrogen
at cosmologically significant distances, give precision tests of cosmology and
the star formation history of the universe by galaxy counts, resolve stellar
disks and protoplanetary systems, search for extraterrestrial intelligence, and
provide very sensitive tests of general relativity using pulsar studies.
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1 Introduction

Interferometry at (sub)mm wavelengths is one of the most important tools
for studying the physical and chemical properties of the youngest and most
embedded stages of star formation. High spatial resolution is needed to resolve
small-scale structures, e.g., details of accretion disks, molecular outflow, or the
planet-formation processes in low-mass star formation. Furthermore, in high-
mass star formation research high spatial resolution is similarly important
because the regions are on average more distant, and massive star formation
proceeds always in a clustered mode. The (sub)mm wavelengths bands are
important because young and deeply embedded stages of star formation are
characterized by cold gas and dust temperatures of the order 10K. At such
low temperatures, the peak of the Planck-blackbody curve is at λmax[mm] =
2.9/T = 290 μm ( Wien’s law), and one can easily observe the whole Rayleigh-
Jeans tail at (sub)mm wavelengths. Therefore, the combined requirement of
high spatial resolution and (sub)mm wavelengths focus the research interest
to (sub)mm interferometry.

While early exploratory interferometry at even longer wavelengths had al-
ready started shortly after World War II, real imaging interferometry rather
began at cm wavelengths in the 1970s, with instruments like the the Very
Large Array (VLA) in the USA and the Westerbork Synthesis Array in the
Netherlands (in the 1960s). During the 1980s, technical progress allowed it
to go to even shorter wavelengths, and mm facilities like the Plateau de
Bure Interferometer (PdBI) in Europe, the Berkeley-Illinois-Maryland-Array
(BIMA) and the Owens Valley Radio Observatory (OVRO) in the USA, and
the Nobeyama Millimeter Array (NMA) in Japan were built to explore the mm
wavelength range at high angular resolution. Only a few years ago, in 2003,
the Submillimeter Array (SMA) managed to reach the submm window with
interferometric techniques, and the Atacama Large Millimeter Array (ALMA)
will cover all earth-accessible (sub)mm wavelengths windows from the next
decade onwards.

Each (sub)mm and cm wavelengths window has its own advantages and
disadvantages, and one has to select the right regime according to the scientific
questions. For example, at cm wavelengths, the free-free emission is strong,
one finds important maser transitions (e.g., H2O, CH3OH, OH, etc.), a few
interesting molecules have easy accessible spectral lines there (e.g., OH, NH3),
and one can observe the 21-cm line of neutral hydrogen there. Going to the mm
regime, the dust continuum emission rises strongly, and one can observe the
dense dust and gas cores. Furthermore, the mm regime harbors the low-energy
lines of one of the most important astrophysical molecules Carbon Monoxide
(CO J = 1−0, 2−1). In addition to CO, many more complex molecules have
important transitions in the mm regime, and one can trace various physical
and chemical properties with the large range of molecular line transitions.
Stepping to the submm window, the dust and line emission rises even more
strongly (Scont ∝ να with 2 < α < 4, Sline ∝ ν5). Regarding the temperature
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and density regimes many molecules are sensitive to, the mm regime rather
favors spectral lines emitted from the colder gas (10 < T < 50K), whereas
one finds in the submm regime mainly lines from warmer and denser gas
(T > 50K). However, this differentiation is only on average valid, since one
finds extremely highly excited lines already at cm wavelengths (e.g., high
(J,K) NH3 inversion lines), and other low-level lines can be observed in the
submm regime (e.g., some CH3OH lines).

The scientific questions possible to target with (sub)mm interferometry in
star-formation research cover nearly all physical and chemical processes one
may think of. Here, I will present some of the most important applications in
the framework of this European network: obviously molecular outflows, then
the closely related accretion disks, furthermore, the question of fragmentation
and early sub-structure formation, as well as astrochemical applications. Last
but not least, I will give an outlook for the future (sub)mm array ALMA.

2 Molecular Outflow

2.1 Low-mass Outflows

Shocks associated with molecular outflows and jets had first been detected
in the 1950s [32, 34]. Later in the 1970s, the first non-Gaussian line-wing
emission from molecular CO was detected [44]. While molecular outflows were
originally not predicted by theory, after their observational detection it was
obvious that they are a crucial ingredient to removing angular momentum
during star formation. Today, it is well established that star-forming regions
of all masses and luminosities drive molecular outflows; however, it is still
debatable whether the outflow driving mechanisms are always the same (e.g.,
[2]). In low-mass star formation, the current paradigm includes the formation
of a centrifugally supported accretion disk and associated outflows/jets driven
by magneto-centrifugal acceleration (e.g., [54, 55]).

The textbook example of a low-mass outflow is the one observed toward
the class 0 source HH 211. The region was observed in CO(1–0) with the PdBI
covering both outflow lobes in a large mosaic [30]. They found a collimated
jet-like component at velocities ¿ 10 km/s with respect to the vlsr, and a less
collimated, spatially broader component at lower velocities. This morphol-
ogy was interpreted in the framework of jet entrainment where a collimated
high-velocity jet entrains additional gas from the surrounding envelope. More
recent follow-up observations in several transitions of SiO and higher excited
CO lines revealed the jet-like nature of this outflow in even greater detail
(Fig. 1, [36, 52]). Corresponding SiO knots are closer to the driving source in
more highly excited lines, indicating higher temperatures at the knot shock
fronts. Furthermore, SiO(8–7)/(5–4) line ratios decrease with distance from
the driving source, which is indicative of a density gradient in the surround gas
core. Last but not least, it was found that the SiO emission exhibits always
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higher velocities than CO at the same projected position of the molecular
outflow (Fig. 1, [52]). This is interpreted again in the jet entrainment picture,
where the SiO emission is closer to the axis of the primary beam and hence
at higher velocities, whereas the CO emission traces entrained gas further
outside. However, one has to keep in mind that even such jet-like molecular
components are not the primary jet ejected by the protostar-disk system but
that even the observed jet-like molecular gas is already entrained gas. Ob-
served optical jets show far higher velocities of the order a few 100km/s [49].
Different jet-entrainment processes have been proposed, e.g., entrainment via
bow-shocks at the head of the jet, turbulent entrainment via Kelvin-Helmholtz
instabilities or wide-angle winds, for more details see a recent discussion of
the various entrainment possibilities [2].

While the jet entrainment scenario is relatively well established today for
low-mass star formation, other interesting topics are under discussion. For ex-
ample, optical slit spectroscopy observations toward DG Tau found rotation
of the optical jet around its outflow axis [3], and complementary mm inter-
ferometer investigations revealed the corresponding accretion disk around the

(c)

(b)

(a)

Fig. 1. The left panel presents the recent SMA observations of the molecular jet
observed at submm wavelengths in the SiO(8–7) and CO(3–2) lines [52]. Blue and
red contours show the line emission as labeled in each panel and the gray-scale
outlines the shocked H2 emission. The gray-contours in the middle panel outline
NH3 emission, and the SiO(8–7) spectrum in the bottom panel is averaged over the
central 10′′ of the jet. The right panel shows the corresponding position–velocity
diagram with SiO(8–7) in gray-scale and CO(3–2) in contours
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protostar with the same rotation orientation as the jet [70]. This is strong sup-
port for the tight disk-jet connection and that the jets have to be launched
from the protostar-disk interface. The main two competing theories for the
jet launching are magneto-centrifugal disk winds emanated from an extended
inner disk region (e.g., [54]) and the X-wind theory predicting that the jet-
launching region is close to the inner disk truncation radius, at the so-called
X-point [64]. Reference [25] presented new jet rotation observations that did
not actually trace the disk-launching region but allowed an extrapolation of
the distance from the protostar along the disk from which the jet is most likely
to be launched. Although these observations are not absolutely conclusive,
they are consistent with current disk-wind models favoring a more extended
disk-region as jet-launching site.

2.2 High-mass Outflows

The picture of molecular outflows from high-mass star-forming regions has
changed considerably over the last few years, mainly, based on interferomet-
ric observations at mm wavelengths. Since the mid-90s, increasing evidence
arose that molecular outflows are ubiquitous phenomena in high-mass star for-
mation as well (e.g., [11, 62]). However, early single-dish mapping studies of
high-mass outflows claimed that the collimation degree of massive outflows is
lower than known for Low-mass outflows (e.g., [57, 61]). This was interpreted
as support for alternative formation scenarios going to higher mass stars (e.g.,
[18, 67]). In contrast to this claim, single-dish observations with better angu-
lar resolution revealed that the observed collimation degrees of massive out-
flows are consistent with those from their low-mass counterparts as soon as
the larger distances and lower spatial resolution of such regions are properly
taken into account [11]. As the next step, interferometric observations of some
high-mass star-forming regions clearly resolved the previously chaolically ap-
pearing single-dish observations into multiple outflow systems from various
members of the evolving high-mass protocluster (e.g., [10, 12, 27, 28, 29, 68]).
Figure 2 shows the multiple collimated outflows in the massive star-forming
region IRAS 05358+3543 as an example. These observations support a pic-
ture of massive star formation, where the qualitative physical processes are
similar to those in low-mass star formation, i.e., accretion processes mediated
by accretion disks and associated outflows/jets. The main differences are (1)
the clustered mode of high-mass star formation, which produces observational
problems and the need for high-spatial resolution and (2) that the most rele-
vant physical processes are quantitatively much stronger, i.e., higher accretion
rates, higher outflow rates and masses, larger luminosities, more UV radiation,
etc. On a cautionary note, it should be stressed that the observed molecular
outflows rarely exceed regions where the central objects are more massive
than 30M�. Therefore, going to higher mass regions, we may encounter more
severe changes than so far observed.
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Fig. 2. The left and middle panel present PdBI observations toward the young mas-
sive star-forming region IRAS05358+3543 [10]. The gray-scale shows the shocked
H2 emission and the blue/red contours the CO(1–0) and SiO(2–1) emission, respec-
tively. The arrows and large ellipses guide the eye to the various outflow directions,
and the pentagons show additional H13CO+(1–0) peak positions. The top-left inlay
zooms into the marker box with high-velocity CO emission in contours and 3mm
continuum in gray-scale. The right panel presents the corresponding 1.2 mm con-
tinuum (gray-scale) and blue/red CO(2–1) emission (contours) observed previously
with the IRAM30m single-dish telescope

3 Accretion Disks

Angular momentum conservation and rotation of molecular cores always pre-
dicted that during star formation gas and dust have to assemble in disk-like
structures around the central protostar which is forming. However, evidence
was lacking for a long time. First observational indications for the existence
of accretion disks was based on single-dish multi-wavelengths observations of
TTauri stars. For example, analyzing the spectral energy distributions of a
sample of low-mass protostars from optical to mm wavelength, the mm dust
continuum emission implied such high column densities that in spherical sym-
metry one would not have detected the sources in the optical or infrared [5].
However, since these sources were optical visible TTauri stars, spherical sym-
metry was excluded and disk-symmetry appeared the most likely way to solve
this problem. Then in the mid-90th, Hubble Space Telescope observations
revealed accretion disks in Orion as absorption shadows against the strong
background radiation (e.g., [48]).
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Since accretion disks are dense, flattened dust and gas condensations,
they have on average relatively low temperatures of the order of a few 10K.
Therefore, if one wants to learn more about their structure, dynamics and
kinematics, the mm and submm bands are the wavelength regimes of choice.
Furthermore, with disk sizes of the order 100AU at typical Taurus distances
of 150pc, a spatial resolution of ≤ 1′′ is necessary to resolve any substruc-
ture. Although disks in massive star formation are likely larger of the order
1000AU, their average distance is ≥ 2 kpc, and again one needs sub-arcsecond
spatial resolution to study such objects. Hence (sub)mm interferometry is the
tool of choice.

Observational studies have focused over recent years on several issues in
accretion disk studies; among them are (1) dust evolution, the formation of
larger grains and the way to planet formation, (2) kinematic studies of disks
and their stability,and (3) chemical properties and chemical complexity in
accretion disks. While chemistry will be discussed in §5, important results for
topics (1) and (2) will be summarized here.

It is known for centuries that the planets of our solar system are located
approximately within the ecliptic plane originating from the initial accretion
disk, and that their velocity structure can be well explained by the Keplerian
laws. Because the formation of planets is so tightly linked with accretion disks,
dust evolution and the formation of larger objects is essential for our under-
standing of the earth history. One way to study dust properties is to observe
accretion disks at different wavelength and then investigate their spectral en-
ergy distribution. In the Rayleigh-Jeans limit, which is a good approximation
at mm wavelength, the mm continuum flux S scales with ν2+β , where ν is
the frequency and β the dust opacity index (τ ∝ νβ). For normal interstellar
grains β is ∼2 [35]. With increasing grain sizes this index β decreases continu-
ously. Single-dish studies of a sample of accretion disk candidates found lower
values of β and already claimed grain growth in these sources [5]. However,
with single-dish studies alone, the results are ambiguous because a decreasing
spectral index can also be mimicked by an increasing optical depth within
the disk. Only spatially resolved interferometric disk studies later could de-
termine the disk density structure, infer their optical depth, and hence better
determine that grain growth actually takes place in accretion disks [50, 4].
Incorporating more sophisticated dust and radiative transfer models, one can
infer density distributions, temperature distributions, and dust composition
in even better detail (e.g., [20, 50, 59, 78]).

An interesting new way to study dust and disk properties is interferometry
at mid-infrared wavelength. The Very Large Telescope Interferometer (VLTI)
offers the MIDI instrument [45], which allows two-baseline interferometry at
wavelengths between 8 and 12 μm covering a strong silicate band. In one
such study, it was found that the inner disk regions has a higher degree of
crystallization than usually observed in the interstellar medium [73].

As the evolutionary next step, the dust around debris disks can be studied
at (sub)mm wavelengths as well. For example, Wilner et al. [75] observed the
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1.3mm dust continuum emission toward the Vega debris disk, and they found
two dust condensations between 60 and 100AU from the exiting star. Such a
dust distribution can be explained by the dynamical influence of an unseen
planet of a few Jupiter masses in a highly eccentric orbit that traps dust in
principal mean motion resonances [75].

To investigate disk kinematic properties, one needs spectral line observa-
tions of the disks. The best accessible target for such kind of studies are TTauri
stars in the relatively evolved class II stage of protostellar evolution [1]. At this
stage, most of the original protostellar envelope has already been dispersed,
and the accretion disks remains rather isolated and undisturbed for observa-
tional studies (In younger regions, one suffers from confusion between disk and
envelope contributions to the observed spectral lines.). A good example of CO
emission from a protostellar disk is the study of DM Tau with the PdBI (Fig. 3,
[31]). They resolve the velocity structure of the disk finding a velocity distribu-
tion along the disk axis, consistent with Keplerian rotation (i.e., the centrifugal

force equals the gravitational force Fcen = mv2

r = Fg = Gm∗m
r2 → v =

√
Gm∗

r ).
This also implies that the observed linewidth increases getting closer to the
central star (see Fig. 3). In a more statistical sense, larger samples of accretion
disk sources were observed at high spatial resolution, and typical Keplerian
velocity structure was found in many objects (e.g., [65]).

However, different disk structures have also been observed. For example,
the disk around the prototypical Herbig Ae star AB Aurigae shows a central
depression in the cold dust and gas emission and a non-Keplerian velocity
profile (v = r−0.4±0.01) [46, 53]. Possible explanations for such deviations
from more typical disk structures could be either the formation of a low-mass
companion or planet in the inner disk or a much earlier evolutionary phase,
where the Keplerian motion is not yet established. Hence, non-Keplerian ve-
locity structures are expected for very young as well as more evolved accretion
disks.

Fig. 3. CO(1–0) emission from the Keplerian protostellar disk DM Tauri [31]. The
left panel shows the integrated intensity, the middle panel the velocity field, and the
right panel the line width
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While the picture for low-mass accretion disks has tremendously evolved
over the last decade, progress in massive disk studies has been significantly
slower. This is again partly due to the on average larger distances of massive
star-forming regions, and due to the clustered mode of massive star formation
that complicates the spatial isolation of massive accretion disks. However, an
additional problem arises from the fact that massive star formation proceeds
much faster than low-mass star formation (of the order 105 yr compared to
a few times 106 years) and that evolved massive stars will relatively quickly
dissipate the original accretion disks. Therefore, it is unlikely to find a mas-
sive accretion disk in a similarly evolved and exposed state like the low-mass
TTauri stars, but we have to search for these objects in the much younger
and deeply embedded evolutionary stages. This implies that molecular line as
well as dust continuum emission are usually not solely attributable to an ac-
cretion disk but that we always have additional contributions from the larger
scale core and envelope emission. In many cases, this envelope emission can
dominate any line and continuum study. One technical advantage of interfer-
ometers is that they filter out the emission on large spatial scales because they
are not sensitive to structures θ corresponding to baseline lengths D below the
shortest separation of two baselines (θ ∼ λ

D ; for more details see, e.g., [71, 69]).
Therefore, we can filter out large parts of the envelope emission; nevertheless,
not all emission is usually filtered out, and one still suffers from confusion
between genuine disk and surrounding core emission. To overcome thes dif-
ficulties, one is interested in observing molecular lines that are usually weak
or not found in the envelope but strong in the inner disk regions. Typical hot
Core molecules like CH3CN, HCOOCH3, C34S, HN13C, or torsionally excited
CH3OH transitions are good candidates for such lines. However, observations
over the last few years have shown that in many sources exclusively one or the
other tracer only allows rotational studies, whereas other candidate spectral
lines are either too weak, optically thick or possibly have not been formed in
the chemical network yet. For more details on these problems, see a summary
in a recent review [8]. These difficulties complicate statistical studies of mas-
sive accretion disks, and our current knowledge is based on only a few selected
examples.

One of the best-known massive disk candidates is within the high-mass
star-forming region IRAS 20126+4104 [21, 22, 24, 79] (also see Fig. 4). Ob-
servations in various spectral lines clearly identify a velocity gradient perpen-
dicular to the molecular outflow/jet, and the velocity structure is consistent
with Keplerian rotation [24]. Based on the Keplerian motion, the mass of the
central object is estimated to be “only” 7 M�, hence a large fraction of the
observed luminosity of the order 104 L� has to be due to accretion luminosity
[42]. [Based on the existing data, it is suggested that this source is still ac-
tively accreting and may well form a much more massive star at the END of
its evolution [24]]. For most other massive star-forming regions of higher lumi-
nosity, no clear signatures of Keplerian rotation have been found so far. The
current interpretation of larger scale rotation signatures is that such larger
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Fig. 4. Keplerian disk emission toward the HMPO IRAS20126+4104 [24]. The
left panel shows in gray-scale the 3mm continuum emission and in full and dashed
contours the blue- and red-shifted C34S(2–1) emission. The outflow and disk axis
are indicated. The right panel presents a position velocity diagram (X-axis offset,
Y -axis velocity). The full line shows the expected emission of a Keplerian disk

scale entities with sizes of a few 1000AU rather resemble rotating, probably
infalling toroid that may harbor more genuine accretion disk at their so far
unresolved centers [23]. The likely most extreme case of rotating and infalling
signatures has been observed toward the well-known very luminous (∼106 L�)
ultracompact Hii region G10.6. Rotational infalling signatures were observed
on larger scales in the molecular gas (NH3 lines [66]), and on much smaller
scales similar signatures were identified in the ionized gas (Hα recombination
line, [39]). These observations likely trace a larger scale in-spiraling structure
that continues from the molecular to the ionized gas. In classical Hii region
theory that would not have been possible because the formed Hii region should
expand by the pressure and not allow any further infall and accretion. The
observations of G10.6 allow a different scenario, where gravity still dominates
the structure of the UCHii region (not yet the pressure), and hence accretion
through the evolving Hii regions may be possible for some time [40, 41].

4 Fragmentation

Since its first determination in 1955 [58], the rather universal validity of the
Initial Mass Function (IMF) has been confirmed in many ways. For a recent
compilation see [26]. One of the essential questions in general star formation
research is how and at what evolutionary stage the shape of the IMF gets es-
tablished. Turbulent fragmentation theories predict that the turbulence right
at the onset of fragmentation processes already produces core mass functions
with the same power law like the IMF and that by applying star formation
efficiencies these core mass functions directly convert into the later observed
IMF [47, 51]. Contrary to that, other groups argue that the the early star-
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forming gas clumps fragment down to many cores of more or less the Jeans
mass (∼0.5M�) and that the IMF will be formed from that stage via com-
petitive accretion from previously unbound gas [17, 19].

In the low-mass regime, dust continuum studies with bolometer arrays
installed on single-dish telescopes revealed the core mass distributions in
nearby regions like ρ Ophiuchus and Orion. The power-law distributions
dN/dM ∝ M−α of the pre-stellar dust condensations resemble the Salpeter
IMF with typical values of α between 2 and 2.5. While this finding supports
the turbulent fragmentation scenario, it only covers a small range of the IMF,
and it is necessary to expand such studies to higher-mass regions. Several
groups investigated with the same single-dish instruments samples of mas-
sive star-forming regions, and the derived cumulative mass distributions of
their samples resemble the Salpeter IMF as well [6, 56, 63, 74]. However,
since these massive star-forming regions are at about an order of magnitude
larger distances, these single-dish studies do not resolve individual protostars
but they average over the whole forming protocluster. Hence, these cumula-
tive mass distributions rather resemble protocluster mass functions, and it is
far from clear whether they can set any constraints on the formation of the
IMF. Therefore, again high spatial resolution is required to resolve individual
protostars within the forming protoclusters. So far, only one study resolved
and imaged enough sub-sources within a massive star-forming region that a
derivation of a core mass function appeared meaningful. The two massive gas
condensation in IRAS 19410+3543 were resolved in 1.3mm continuum ob-
servations with the PdBI into 24 sub-sources (Fig. 5, [9]), and the resulting
core mass function again has a power-law distribution with α ∼2.5. Although
the statistics are still poor, and a few caveats have to be taken into account
in this analysis (“Are all dust continuum peaks of protostellar nature”? “Is
the assumption of the same temperature for all sub-sources justified?)”, it
is exciting that all studies so far find core mass distributions resembling the
IMF, indicating that turbulent fragmentation processes are really important.
However, especially in the high-mass regime, we cannot draw any definitive
conclusions yet. Larger source samples observed at high angular resolution are
required to base the results on solid grounds. Furthermore, it will be necessary
to investigate the temperature structure of the sub-sources in detail, and we
need additional spectral line data to determine complementary virial masses
and thus establish that the observed sub-sources are really bound and not
transient structures.

Another observational curiosity of several high-mass star-forming regions
that appear very similar from previous single-dish observations (They are at
similar distances, should be at approximately the same evolutionary stage,
and have comparable luminosities and other massive star-forming tracers like
masers and outflows.) is that they reveal very different sub-structures when
observed at high angular resolution. Figure 6 shows a few interferometric
example studies of regions, where one would have expected comparable frag-
mentation results. However, some of the regions show only a single massive
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Fig. 5. Single-dish and interferometer mm dust continuum observations toward the
young high-mass star-forming region IRAS19410+2336 [9]. The left panel shows the
1.2 mm map obtained with the IRAM 30 m telescope. The middle and right panel
present 3 and 1.3 mm continuum images from the PdBI with increasing spatial
resolution. The synthesized beams are shown at the bottom-left of each panel. The
resolution difference between the left and right panels are an order of magnitude

central source, even at the highest angular resolution (Fig. 6 top row), whereas
other sources exhibit many sub-sources as expected from a star-forming clus-
ter (Fig. 6 bottom row). While the latter is less of a surprise since we know
that massive stars almost always form in clusters, finding only a single peak
in other regions is more difficult to explain. While all these studies are sen-
sitivity limited and usually are not capable of tracing any condensation be-
low approximately 1 M�, one would nevertheless expect to find at least some
intermediate-mass objects in the vicinity of the central object. One important
additional fact is that toward most regions deeply embedded near-infrared
clusters have been found, and hence they are no isolated objects. The exis-
tence of an embedded near-infrared protocluster in the vicinity of a massive
forming star may be interpreted in the direction that the low-mass stars form
first and the high-mass objects later (see also [43]). However, currently we do
not understand why various apparently similar massive star-forming regions
show such a diverse fragmentation behavior. Is it only an observational bias
and the selected sources may in fact be not as similar as we believe, or could
there be different paths massive star-forming regions can fragment in the first
place?
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Fig. 6. Interferometric high-spatial-resolution (sub)mm dust continuum images of
sources at comparable evolutionary stage and luminosity but with very different
fragmentation characteristics. The top-left panel shows IRAS20126+4104 (grey:
1.3 mm continuum, contours C34S(5-2), 1.7 kpc, [24]), the top-right is IRAS18089-
1732 (875 μm, 3.6 kpc, [15]), the bottom-left is NGC6334I(N) (1.3 mm, 1.7 kpc, [38],
the bottom-left is IRAS19410+2336 (1.3 mm, 2.1 kpc, [9]). The synthesized beams
are shown at the bottom-left of each image

5 Chemistry

Astrochemistry has become an increasingly interesting is a steadily rising topic
over recent years. Large-scale chemical mapping surveys of molecular clouds
(e.g., [7, 72] and line surveys toward high-mass hot molecular cores [33, 60],
both conducted with single-dish instruments, have already been conducted for
more than two decades. However, studying the chemical small-scale diversity
of hot molecular cores has been a difficult task because the spectral bandpasses
available for most existing interferometers were mostly too small to cover
enough molecular lines from various species in a reasonable amount of time (a
noteworthy exception is [16]). This has changed significantly since the advent
of the SMA with its two times 2GHz bandwidth in the upper and lower
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sideband [37], and similar capabilities to be available very soon at the PdBI
and CARMA. As a prime showcase of the spatial chemical complexity of hot
molecular cores, a recent investigation of Orion-KL will be presented here.

The Orion-KL region at a distance of 450 pc is the closest and prototypical
hot molecular core. With the advent of the SMA, it obviously became one of
the early targets of this instrument, and the region was mapped at arcsec
spatial resolution in the 865 μm submm wavelength band [14]. The 4 GHz
bandpass covered more than 150 spectral lines from at least 13 species, 6
isotopologues, and 5 vibrational excited states within a single observation
run. From a chemical point of view, the observations included nitrogen- as
well as oxygen-bearing species, shock-tracer like SiO and SO, more than 40
CH3OH lines, and many complex molecules like CH3CH2CN or HCOOCH3.
While this chemical diversity is interesting in itself, it also allows to study
various physical properties in detail, e.g., the SiO data can be used for a
kinematic analysis of the molecular outflow(s) in the region, and the large
number of CH3OH lines (ground state as well as torsionally excited vt = 1, 2
lines) are an ideal tool to investigate the temperature structure of the whole
region. Furthermore, the data also allowed to derived the first sub-arcsecond
resolution dust continuum map of this region [13], clearly differentiating the
central power house source I from the hot molecular core, detecting source
n for the first time in cold dust emission, and identifying a new protostellar
source SMA1, which may be the driver of one of the outflows in this complex
star-forming region.

Figure 7 shows a small number of line images from the whole dataset
to outline the chemical complexity of the Orion-KL hot molecular core.
While SiO traces the collimated outflow structure centered on source I, all
other species show a more complex morphology. Nitrogen-bearing species like
CH3CN or CH3CH2CN exhibit the kind of horse-show morphology which
was know for the hot core already from early NH3 observations (e.g., [76]).
In contrast, the oxygen-bearing molecules, foremost CH3OH, are relatively
speaking weaker there, but they show a strong additional peak toward the
south-west, the so-called compact ridge. This southern region is believed to
be the interface of one of the molecular outflows (as traced in SiO) with the
ambient cloud, and hence the CH3OH is strongly excited in this shocked inter-
face region. Other molecules, e.g., C34S, show a mixture of these morphologies
and sometimes even an additional peak position toward the north-west associ-
ated with the infrared-source IRC6. The main lesson one may take home from
this spatial molecular differences is that massive star-forming regions are far
more complex than one generally assumes and that one always has to take into
account various physical and chemical processes like heating, outflows, shocks
or chemical evolution if one wants to model such regions accurately. While
single-dish surveys give a good average molecular inventory of such regions,
they do not allow to set more detailed constraints. Interferometric imaging
surveys are needed to investigate their structures in depth.



(Sub)mm Interferometry Applications in Star Formation Research 233

Fig. 7. SMA submm spectral line observations toward Orion-KL [14]. The figure
shows representative images from various molecular species labeled in each panel.
Full contours show positive emission, dashed contours negative features due to miss-
ing short spacings. The stars mark the locations of source I, the hot Core peak
position, the newly identified source SMA1, and source n (see bottom-right panel)

6 Outlook and Future

Interferometry at mm wavelength has been conducted for more than one and
a half decades by now, but only recently with the advent of the SMA, the
submm spectral window started to be accessible for high-spatial-resolution
observation. Both wavelength regimes can be considered close siblings where
a range of scientific questions can be targeted by both but where also some
other questions are unique for each band. For example, hot molecular cores
are by definition strong in the submm regime whereas colder and younger
regions are more easily studied in the mm band. Therefore, none of the bands
is obsolete, but they complement each other well. The main facilities in the
northern hemisphere are and will be the SMA, the PdBI, and CARMA, and
they will be the sites of many exciting science over the coming decade.

Nevertheless, the upcoming Atacama Large Millimeter Array (ALMA),
which will be built within the next few years in Chile by a worldwide col-
laboration of North-America, Europe, and Japan, will supersede the already
existing instruments in many ways by orders of magnitude. At an altitude of
∼5000m, ALMA will consist of fifty 12m dishes (25 provided by Europe and
25 by the USA), combined with a few 7 m antennas provided by the Japanese
partners to supplement the short spacing information (the Atacama Compact
Array, ACA). The baselines range will be between 15m and 15 km, and the
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receivers are expected to cover all earth-accessible spectral windows between
30 and 950GHz. The spectral first-light bands are expected to be around 100,
230, 345, and 690GHz, and the bandpass will be broad with 8 GHz and dual
polarization capability. Combining these specs, the anticipated 350GHz con-
tinuum sensitivity is 1.4mJy in 1 second integration time. For more detailed
descriptions of the specs and the scientific capabilities of ALMA, one may
visit http://www.eso.org/projects/alma/.

The requirements on the ALMA capabilities have been mainly driven by
three scientific topics:

– Detect CO or CII in a normal galaxy at z=3 in less than 24 hours (→
sensitivity).

– Image protostars and proto-planetary disks around sun-like stars at 150 pc
(Taurus) to study kinematics, chemistry, magnetic fields and tidal gaps
created by forming planets (→ spatial resolution down to 10mas).

– Good imaging quality down to 0.1′′ resolution (→ spatial resolution and
uv-coverage/number of antennas).

In the framework of the topics discussed in this chapter, a few likely high-
lights should be mentioned. With the highest spatial resolution, we will be
able to probe the central launching regions of the outflow and jets and hence
observationally much better constrain the physical processes governing these
energetic processes of energy and momentum transfer. As outlined above,
disk/planet research has been one of the main drivers for ALMA, and we will
witness the planet-formation processes within the young accretion disks (e.g.,
[77]). For massive accretion disk studies, the advent of ALMA will be impor-
tant in many ways: The high spatial resolution will help to better disentangle
the clustered sub-structure of the regions, the even broader bandpasses will
allow to sample many spectral lines simultaneously and thus give a broad
range of analysis tools within single observations, and the high sensitivity will
give access to the weaker, optically thin and less abundant lines, which are
likely the best candidate lines to differentiate the genuine disk emission from
the surrounding envelopes. Regarding future fragmentation studies, ALMA
will allow to study larger source-samples in a consistent manner, which is
needed to draw statistically significant constraints. Furthermore, the instan-
taneous extremely good uv-coverage provides an order of magnitude better
image fidelity, which is very important to derive credible core-mass distri-
butions in young massive star-forming regions. Last but not least, spectral
imaging surveys will gain significantly more momentum: Again based on the
broad bandpasses and high sensitivity, such surveys can be done in a far
more consistent manner for large source samples covering various evolution-
ary stages and extending from the high-mass to the low-mass regime. This
will help differentiate in a much better way the chemical evolution depending
on mass as well as on time. Furthermore, combining the good uv-coverage of
the main ALMA array with the short spacing information from the ACA, we
will not have the problem of negative features caused by the missing short
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spacings as shown in Fig. 7. These missing flux problem so far severely ham-
pered correct column density determinations. Overcoming these difficulties is
crucial for accurate abundance determinations which is one of the important
parameters in any evolutionary chemical network. In addition, it is expected
that spectral imaging surveys will greatly help identify new molecules and
thus potentially pave the way to find the first bio-molecules in space.

Although this chapter could only roughly outline the potential of (sub)mm
interferometry, it has to be stressed that this field is extremely vibrant and,
many exciting questions are waiting to be investigated. The progress over
the last two decades has been enormous, and currently we have a number
of excellent facilities to study many important astrophysical/astrochemical
questions. In addition to this, the future is bright with ALMA on the horizon.
This new facility will add another quantum leap to (sub)mm interferometry
and probably to nearly all fields of astrophysical research.

H.B. acknowledges financial support by the Emmy-Noether-Program of
the Deutsche Forschungsgemeinschaft (DFG, grant BE2578).
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It has always been a human dream to possess extraordinary powers. In two
fairy tales, Sechse kommen durch die ganze Welt1 and Die sechs Diener2,
the brothers J. and W. Grimm wrote stories of a group of men who have
special powers and who go through life in the world. One of them has a
sharp vision which allows him to see a ring sticking on a pointed stone in
the depth of the Red Sea. In astronomy, and especially in the field of stars
and planet formation, astronomers have the same dreams: to probe the very
close environment of young stars where they believe planets form and jets are
launched. The Hubble Space Telescope and the 10-m class telescopes equipped
with adaptive optics allow the astronomical community to take an important
step forward. However, reaching a spatial resolution corresponding to less
than an Earth orbit at the closest star forming region requires even sharper
instruments. Optical long-baseline interferometry allows astronomers to probe
these systems at such high angular resolution.

1 Optical Interferometric Observations of Young Stellar
Objects at AU Scales

In the scenario of the formation of stars, one important stage is when the
star is formed but is still accreting matter through an equatorial disk. To
probe the physical phenomena that occur at the AU scale (where temperature
ranges between 300 K and 3000 K), one needs to observe in the near and mid-
infrared wavelengths but with milli-arcsecond scale. This is the stage when
planets are believed to form and is the type of subject that requires infrared
interferometry.

Long baseline optical interferometry involves the mixing of light from an
astronomical source. The light is collected by several independent telescopes,
located several tens or even hundreds of meters apart. The light beams once
collected, are overlapped, and form interference patterns. The interference
patterns form when the optical path difference between the different arms of
the interferometer—taking into account paths from the source down to the
detector—is smaller than the coherence length of the incident wave (typically
of the order of several microns). The pattern consists of fringes, with a succes-
sion between faint intensities (destructive interferences) and bright intensities
(constructive interferences). By measuring the contrast of these fringes, i.e.,
the normalized flux difference between the darkest and brightest regions, one
can recover some information about the morphology of the observed astro-
nomical source. Figure 1 illustrates this phenomenon.

Interferometric observations of young stellar objects (YSOs) were per-
formed and are still performed at six different facilities on seven different
instruments (see Table 1). We can classify these observations into three dif-
ferent categories:
1 How Six Men Got on in the World.
2 The Six Servants.
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Fig. 1. Principle of interferometry.(Upper panels) the Young’s slit experiment (left)
compared to optical interferometry (right): In both cases the light travels from a
source to plane where the incoming wavefront is split. The telescope’s apertures play
the same role as the slits. The difference lies in the propagation of light after the
sampling plane. In the case of optical interferometry, the instrument controls the
propagation of light down to the detectors. At the detector plane, the light beams
coming from the two apertures are overlapped; (Lower panels): interference fringes
whose contrast changes with the morphology of the source. Left panel shows fringes
whose contrast varies from 0 to 1. Right panel displays actual stellar fringes but
scanned along the optical path. The measure of the complex visibilities corresponds
to the amplitude of the fringes for the visibility amplitude and the position of the
fringes in wavelength units for the visibility phase

• Small-aperture interferometers: PTI, IOTA, and ISI were the first
facilities to be operational for YSO observations in the late 1990s (see
Fig. 2). They have mainly provided the capability of measuring visibility
amplitudes and lately closure phases. CHARA is the latest, built with
apertures of 1m diameter. The instruments are mainly accessible through
team collaboration.

• Large-aperture interferometers: KI, VLTI and are facilities with aper-
tures larger than 8m; soon LBT will offer the same features. The instru-
ments are wide open to the astronomical community through general calls
for proposals. Lately, these facilities have significantly increased the num-
ber of young objects observed.
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Table 1. Interferometers involved in YSO science

Wavelength Numbers of Aperture Baseline
Facility Instrument (microns) apertures diameter (m) (m)

PTI V 2 H , K 3 0.4 80–110

IOTA V 2, CP H , K 3 0.4 5–38

ISI heterodyne 11 2 (3) 1.65 4–70

KI V 2, nulling K 2 10 80

VLTI/AMBER V 2, CP 1–2.5 3 (8) 8.2/1.8 40–130

(imaging) /spectral /8–200

VLTI/MIDI V 2 (/CP) 8–13 2 (4) 8.2/1.8 40–130

/spectral /8–200

CHARA V 2, CP 1–2.5 2/4 (6) 1 50–350

(imaging) /spectral

LBT imaging, 1–10 2 8.4 6–23

nulling

V 2: visibility measurement; CP: closure phase.
Acronyms. PTI: Palomar Testbed Interferometer ; IOTA: Infrared and Optical
Telescope Array ; ISI: Infrared Spatial Interferometer ; KI: Keck Interferometer ;
VLTI: Very Large Telescope Interferometer ; CHARA: Center for High Angular
Resolution Array ; LBT: Large Binocular Telescope (not yet operational).

• Instruments with spectral resolution: CHARA, MIDI, and AMBER
provide spectral resolution from a few hundred up to 10,000, whereas
other instruments mainly provide broadband observations. The spectral
resolution allows the separation of the various phenomena occurring in
the environment of young stars.

Fig. 2. Young stellar objects observed by interferometry in the period 1998–2005.
from [4]
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Figure 2 shows that with improved facilities there is an increase in the num-
ber of published results. We are in an epoch where interferometry is opening
itself to fainter targets allowing YSOs, including the brightest Herbig Ae/Be
stars, the fainter T Tauri stars, and the few FU Orionis stars to be observed
at milli-arcsecond scales. While these observations are made mainly in the
near-infrared wavelength domain, some are made in the mid-infrared. The
readers should refer to the review [4] for examples of what can be performed
with modern optical interferometric techniques in the field of YSOs.

2 The Very Large Telescope Interferometer:
A Unique Site in the World

The Very Large Telescope Interferometer (VLTI), is one of the largest facilities
available to the astronomical community. Indeed, it is the only one freely
available to the European community.

2.1 Brief History of the VLTI

In the early 1980s, interferometry was already an integral part of the VLT
project. The VLT aimed to give the largest telescope in the world to the
member states of the European Southern Observatory (ESO). The science
specifications led to the decision to build a telescope of 16-m diameter result-
ing in a 200-m2 collecting area. However, it soon appeared that a monolithic
16-m telescope would not be possible and that building a set of four 8-m
telescopes would better fulfill all the initial scientific requirements. The ini-
tial configuration for these four telescopes was a linear and regular array, but
quickly the interferometrist involved in the project showed that the Fourier
plane coverage would be better filled with a configuration where the 4 tele-
scopes are at the summit of an irregular trapezium. Everything that was
required to make the four telescopes an interferometer, such as delay lines,
relay optics, and tunnel, was part of the initial plan.

In the early 1990s, the engineering of the general layout of the site began
and the basics of the VLTI infrastructure was built (e.g., the tunnel on the
platform). However, in 1993 the council stalled the VLTI project because of fi-
nancial problems. Luckily, the implementation of the infrastructure continued
so that later development of interferometry was not jeopardized.

In 1996, the Max-Planck Gesellschaft (MPG) in Germany, the Centre Na-
tional de la Recherche Scientifique (CNRS), and ESO signed a tri-partite
agreement in order to resume development of the VLTI by injecting addi-
tional resources. A descoping of the VLTI plan was also decided in order to
start, as soon as possible, the European interferometry. In 1997, the two in-
struments MIDI and AMBER were proposed by teams external to ESO and
approved by the community. In the meantime, a commissioning instrument
called VINCI was built in order to measure the first fringes and to commission
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the VLTI infrastructure. Additional partners joined the tripartite agreement,
funding additional delay lines and a fringe tracker. The implementation of
the optical elements required, in addition to the telescopes, started in 2000.
In March 2001, ESO obtained the first fringes with VINCI. The first light of
MIDI was in December 2002 and the first light of AMBER in March 2004.

2.2 The VLTI Infrastructure

Figure 3 displays a sketch of the VLTI layout. The source of scientific interest
lies in the upper right corner and emits its radiation through the propagation
of a spherical electromagnetic wave. [At the surface of the Earth, where the
telescopes are positioned, the incoming wavefront is flat even if it appears
slanted due to the position of the source in the sky].

First, the VLTI samples the wavefront, since only a fraction of it is kept.
This fraction corresponds to several (two in the case of Fig. 3) circular disks
having the exact telescope diameter and whose separation is called the pro-
jected baseline. The baseline of the interferometer is the distance between two
telescopes, but, as can be seen in Fig. 3, the separation between the two sam-

Fig. 3. Sketch of the VLTI optical lay-out (see text for details)
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pled parts of the wavefront has to take into account the position of the source
in the sky. If at zenith, the projected baseline will exactly match the actual
telescope baseline. The projected baseline is important not only in length but
also in orientation. As the Earth rotates, or, as the star is moving across the
night sky, the projected baseline changes both in length and in angle. The best
way to understand the projected baseline is to take the point of view of the
celestial source, looking at the interferometer site. When the trajectory of the
projected baseline is plotted on a projected sky map, it follows the arc of an
ellipse [2]. The position of the projected baseline at a given time scaled to the
wavelength of observation is called the (u, v) position. [This is why, it is said
that the telescopes of an interferometer sample the (u, v) plane]. This plane is
important because the theory of interferometry [2] shows that the coherence
measured by the interferometer is the absolute value of the Fourier transform
of the intensity distribution of the source onto the sky at these (u, v) points.
The more points you get, the better is the (u, v) plane coverage and therefore
the better is the quality of the observations.

As can be seen in Fig. 3, the incoming wavefront does not reach the two
telescopes at the same time. There is a delay for the beam propagating at the
left part of the figure. In order to obtain interferences of the electromagnetic
fields sampled by the two different telescopes, the distance traveled must be
almost exactly the same (at the scale of a wavelength). This is always the
case when the source passes the meridian, but unfortunately it does not stay
long! If the two telescopes were on the same pointing mount, like on a large
antenna, there would be no problems, but in the case of the VLTI the delay
must be compensated on one arm before the meridian or in the other arm
after the meridian. This is why there are optical elements called delay lines,
which are drawn at the bottom of the sketch. These delay lines act like optical
trombones. The light is sent along a direction, toward an optical delay line
carriage which reflects the light back exactly in the opposite direction. There-
fore, the optical path of the light can be adjusted by moving the carriage.
Since the optical path length is the double of the delay line distance, to com-
pensate sidereal optical path delay due to the elevation of the source in the
sky, one has to have optical delay lines lengths that reach half the maximum
separation of the telescopes. In the case of the VLTI, the maximum optical
delay that can be compensated is 120m.

The beams arriving at the telescopes have to be routed optically toward
the delay lines and then toward the instruments that lie in the interferometric
lab placed at the center of the VLTI platform. In the instrument, the beams
sampled by the different telescopes are mixed together to form interference
fringes, possible only if some coherence exists between the beams [2].

In the case of the VLTI, the astronomer has access to a whole facility
which comprises
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– four 8.2-m telescopes, called Unit Telescopes (UTs), all equipped with low-
order adaptive optics and which sample the (u, v) plane with 6 baselines
ranging between 47 and 130m;

– four 1.8m telescopes, called Auxiliary Telescopes (ATs), which are relocat-
able on 30 different stations on the VLTI platform and sample the (u, v)
plane with baselines ranging between 8 and 200m;

– six delay lines;
– a fringe tracker called FINITO which can servo the interferometer on 3

pairs of fringes;
– two instruments: MIDI and AMBER (see next section);
– optical facilities to manage the control of the interferometer;
– a control software [10] which supervises all operations.

In the near future, in addition there will be the PRIMA facility [8] which will
allow advanced observations.

2.3 The Instruments: MIDI and AMBER

As mentioned in the previous section, the VLTI hosts two instruments, MIDI
and AMBER, whose characteristics are reported in Table 2 (see also Figures
4 and 5).

MIDI is the instrument which operates at mid infrared wavelengths be-
tween 8 and 13 μm. The instrument combines two beams in a co-axial scheme
[3] using a beam splitter. The fringes are coded temporally using small inter-
nal delay lines scanning the optical path delays. They are spectrally dispersed
either by a prism or a grism. Since it is operating at wavelengths where the
main source of noise is the background thermal emission, MIDI includes a
chopping operating mode, and the fringes are obtained as the subtraction of
the two outputs from the beam splitter. More details on how to use MIDI is
given in [11], and details about the data reduction are given in [1].

AMBER operates at near infrared wavelengths between 1 and 2.5 μm.
This instrument can combine three beams in a multi-axial scheme [7] using
the overlap of all beams in a non-redundant way. The fringes are, therefore,
coded spatially and a thorough internal calibration is required. The fringes
are spectrally dispersed by a prism and two gratings leading to 3 spectral
resolutions. The main limitation for the moment is vibrations occurring at
the telescope level that blur the fringes and limit the capacity of AMBER.
The observables of AMBER is like that of MIDI—visibility amplitudes at
different wavelengths, but three at once and, in addition, the closure phase
information. More details on how to use AMBER can be found in [11], and
details about the data reduction are given in [9].

2.4 Status of the VLTI

As the end of 2006, the status of the VLTI for the potential VLTI observers is
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Table 2. MIDI and AMBER characteristics

MIDI AMBER

Consortium D/F/NL F/D/I

PI C. Leinert (Heidelberg) R. Petrov (Nice)

UT first fringes Dec. 2002 Mar. 2004

Beams combined 2 3

Wavelength of operation 8–13 μm 1–2.5 μm

Spectral resolution 30 (prism), 230 (grism) 35 (LR); 1500 (MR);

12000 (HR)

Limiting magnitude UT N= 4 (current) K= 7 (current)

N= 9 (FT) K= 11 (FT)

K= 20 (PRIMA)

Limiting magnitude AT N= 0.25 (current); K= 6 (current)

N= 5–8 (FT) K= 8 (FT)

Visibility accuracy < 20% (current); 1–5% (goal) 3% (current); < 1% (goal)

Airy disk FOV 0.26” (UT); 60mas (UT);

1.14” (AT) 250 mas (AT)

Diffraction limit, 200 m 10 mas 1mas (J), 2 mas (K)

– all UTs are operational with full adaptive optics system, all six baselines
and all four phase closures used for science;

– four ATs are in operation on several fixed configurations;
– four Delay Lines are in operation for UTs and two delay lines for ATs;
– mIDI has been offered since April 2004 on UTs and October 2005 on ATs,

and AMBER on UTs since October 2005 and on ATs since April 2007.
– 38+40 nights of VLTI science operations in P76 (Oct 05–Mar 06), showing

that the portion of night dedicated to interferometry operation is not tiny;
– six operations astronomers, three fellows, several telescope and instrument

operators run the VLTI;
– more than 60 refereed papers have been published so far, showing that

VLTI is now operating as a mainstream facility.

Operation of the VLTI at Paranal has been completely embedded in the
VLT operation and is considered an additional telescope. The shift leader
is responsible on a 24 h-basis on call both for the VLT and the VLTI. Two
day astronomers are dedicated for all UTs calibration and one for the VLTI
daily calibration plan. One engineer per UT is responsible for the opera-
tion and one for the VLTI coordination of daytime access. During the night,
there is one night astronomer per UT and one for the VLTI and same for
telescope/instrument operators.

The performance of the instruments (sensitivity, stability,...) is currently
limited by the actual performance of the infrastructure. In December 2004,
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Fig. 4. MIDI instrument

Fig. 5. AMBER instrument
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ESO reviewed the existing VLTI infrastructure to establish its performance,
operability, maintainability, and capability to host PRIMA. Although scien-
tifically successful, the VLTI infrastructure required certain subsystems to
be brought to robust operation and some others to be fully commissioned.
Therefore, the Paranal team accepted the infrastructure and launched the
Interferometry Task Force (ITF) in April 2005 to seek the understanding nec-
essary to make improvements to the system. To streamline the operations and
allow further deployments—in particular, before PRIMA deployment and sec-
ond generation instrumentation—one needed to know that VLTI can fringe
track. Although it has been shown that fringe tracking on the ATs, than on
the UTs, was successful, ESO needs time to implement all modifications.

3 Some Hints for Observing with the VLTI:
A Guide for Future Observers

In this section, I would like to address some practical issues that arise when
submitting a VLTI proposal to ESO. The VLTI science operations scheme
follows and is fully integrated into the regular VLT operations scheme from
the initial preparation of the proposal to the delivery of the data. In particular,
the same kind and level of service and support is offered to users of VLTI
instruments as to users of any other VLT instrument. For example, one can
ask either for the visitor mode or the service mode to carry out observations
on the VLTI instruments, AMBER and MIDI. VLTI follows the VLT data
flow: proposal form, observation block preparation and execution, FITS data,
and archive.

All relevant information is provided by ESO through standard documents
and via the ESO web pages: call for proposals, instrument web pages, instru-
ment user manuals and template manuals, general- and instrument-specific
proposal observation preparation instructions. Everything is accessible from
the ESO web pages3. A good reference is also the paper Observing with the
VLT Interferometer in The ESO Messenger 119, 14 [12].

There is often a misconception in the community that there is very lit-
tle telescope time for interferometry. In the period P77 (1 April 2006–30
September 2006), there were 29 programs approved on MIDI (19 programs in
service mode for a total of 85 h on UTs and 324 h on ATs and 10 programs in
visitor mode for a total of 3.7 nights) and 15 programs approved on AMBER
(12 programs in service mode for a total of 51 h on UTs and 3 programs in
visitor mode for a total of 4.4 nights). A total of about 20 nights have been
dedicated to interferometry with the UTs within one semester corresponding
to more than 10% of the VLT time. My message therefore is that the future
interferometry users should not hesitate to apply for UT time on the VLTI
instruments, since it is really science quality that drives the allocation of time.

3 http://www.eso.org/observing.
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To prepare the observations, I would like to advise future users of the
VLTI to read the proceedings of the two VLTI schools which were held in Les
Houches in 2002 [5] and in Goutelas in 2006 [6]. They will find all the material
necessary to easily prepare such observations. In order to be complete, I outline
here the main tools:

– to simulate visibilities with different VLTI setups:
– VisCalc at ESO which is simple and uses an HTML form, returning visi-

bility amplitudes.
– Aspro and Aspro-Light at JMMC based on Java. Aspro-Light is tuned

every semester to match the configurations and performance offered by
ESO.

– to search for calibrators:
– CalVin at ESO for bright known calibrators which were prepared originally

for VINCI.
– SearchCal at JMMC for bright and fainter calibrators not necessarily

known. SearchCal is an automated search in the catalogs to find the best
suited stars for calibration.

All these tools are based on the same engine, the GILDAS software developed
by IRAM for the Plateau de Bure Interferometer, which give additional com-
plementary information. The two ESO calculators VisCalc and CalVin are
accessible at the following address:

http://www.eso.org/observing/etc,

and the JMMC packages are available from the JMMC homepage:

http://www.jmmc.fr

The process of observing at the VLTI follows the general VLT data flow.
First, the user has to prepare a proposal and this stage is called the phase 1
proposal, preparation. The information required at this stage should contain,
in addition to the scientific rationale and the immediate objectives of
the proposal, the definitions of runs, where each run corresponds to one
instrument (MIDI or AMBER) and one and only one VLTI baseline config-
uration. The time required per run, the preferred month of observations, the
seeing, and the sky transparency must be specified at this stage too. [The
proposal includes also a target list with time on target, V magnitude, coor-
dinates, the instrument configuration with the spectral resolution, specific
modes, the interferometric table with the V magnitude, the magnitude at
the wavelength of observation, the size, the baselines, the expected visibilities
and the expected correlated fluxes, i.e., the flux times and the visibility]. One
advice is to verify the ESO archive before writing such a proposal to check
that the observations requested have not been performed before, since the
proprietary period at ESO is only one year!

If the proposal is accepted, then the user is requested to enter the phase 2
proposal preparation using the tool of the same name: P2PP. At this stage, the



Observing YSOs with the VLTI 253

user is invited to enter the coordinates of the target list and of the calibrator
stars and to specify the local sidereal time of the observations. The instruc-
tions differ depending on the instruments, but they are well documented in the
instrument manuals. The result is the delivery of observation blocks (OBs),
which can be observed either in service mode or in visitor mode. Of course in
the second case, the flexibility is higher, since there is a real-time interaction
with the astronomer on duty. However in service mode, if special good condi-
tions are requested, the chances of success are improved since the observations
are not programmed for a given night but for given conditions.

After the OBs have been processed (meaning the observations have been
carried out), the quality of data is checked once the data arrive in the archive
in Garching. If the runs are found compliant with the request and completed,
a data package is sent to the principal investigator which contains

– the raw data associated with the run, including the acquisition images
from both telescopes, fringe tracking data,...

– pipeline-processed data associated with the run;
– obtained transfer function for the respective night as computed by the

pipeline on all calibrator stars of the night.

The raw data of all calibration stars are public and can be requested from the
ESO archive4.

Finally the user should reduce the raw data, since the automatic data
reduction is not optimal. For this, one should get the off-line data reduction
packages from the instrument teams:

– MIDI: the MIA package at http://www.mpia.de/MIDI or the Meudon
package at http://www.jmmc.fr/data processing midi.htm

– AMBER: the amdlib library and the ammYorick interface at the AMBER
website: http://amber.obs.ujf-grenoble.fr

The users are encouraged to contact the instrument teams for any queries.

4 Conclusions

Brand new science in the field of young stellar objects is within reach, with the
advent of sensitive optical long baseline interferometers: morphology of disks,
disk/star connection, dust composition of circumstellar material, implications
of these measurements for the initial conditions of planetary formation. Com-
bining NIR and MIR measurements on these targets will help us understand
the physics and chemistry involved in these regions. Spectral resolution allows
winds and jets to be probed in their launching zone. Interferometry also pro-
vides means to actually measure precisely the dynamical masses of stars either
in binary systems or in singles system with a disk. The reader is invited to

4 http://archive.eso.org.
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read the review [4] to get an overview of all results obtained so far as well as
of the prospects for the future.

To achieve such science, the Very Large Telescope Interferometer is a
unique opportunity open to everyone. The mid-infrared MIDI instrument and
the near-infrared AMBER instrument are offered to the ESO astronomical
community for regular service mode and visitor mode observations. In fact,
since there are no other similar instruments in the world, they can be requested
by anybody. The same kind of level of support is offered to users of the VLTI
instruments as to users of any VLT instrument. The complexity of the VLTI
is hidden to regular users. Only the main instrument modes and parameters
need to be chosen. The observation preparation is rather simple compared to
other VLT instruments. However, the VLTI user should be aware of the com-
plexity of interferometry and the caveats for the analysis and interpretation
of data.
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Abstract. This course describes the data reduction process of the AMBER in-
strument, the three-beam recombiner of the Very Large Telescope Interferometer
(VLTI). We develop its principles from a theoretical point of view, and we illustrate
the main points with examples taken from AMBER real observations. We particu-
larly emphasize that the AMBER data reduction process is (i) a fit of the interfero-
gram in the detector plane, (ii) using an a priori calibration of the instrument, where
(iii) the complex visibility of the source is estimated from a least-square determi-
nation of a linear inverse problem, and where (iv) the derived AMBER observables
are the squared visibility, the closure phase, and the spectral differential phase.

1 Introduction

The AMBER instrument is the first generation of near-infrared three-beam
recombiner of the Very Large Telescope Interferometer (VLTI), which offers a
combination of characteristics that, though found distributed in other inter-
ferometers, are all brought together in the same instrument for the first time.
These characteristics can be categorized as follows. AMBER/VLTI is

(1) a single-mode waveguided interferometer, in order to perform spatial fil-
tering of the turbulent wavefront

(2) a multiaxial “all-in-one” recombination scheme [14], where the fringes are
spatially coded on the detector and recorded all together in the same
interference pattern

(3) a 2/3 beam-recombiner in the J (1.25 μm), H (1.65 μm), and K (2.2 μm)
bands, which can make use of the 8-m Unitary Telescopes (UTs) or the
1.8-m auxiliary Telescopes (ATs) provided by the VLT and can achieve a
maximal spatial resolution of θ ∼ 2 mas

(4) a spectrograph, allowing spectral resolutions of R = 35, 1500, 10000.
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As a consequence, from a signal processing point of view, the process of image
formation in the case of AMBER has to be described in 3 majors steps: (i)
spatial filtering, (ii) beam recombination, and (iii) spectral dispersion, as sum-
marized in Fig. 1. First, the beams from the three telescopes are filtered by
single-mode fibers to convert phase fluctuations of the corrugated wavefronts
into intensity fluctuations that are monitored. At this point, a pair of conju-
gated cylindrical mirrors compresses, by a factor of about 12, the individual
beams exiting from fibers into one dimensional elongated beam to be injected
into the entrance slit of the spectrograph. For each of the three beams, beam-
splitters placed inside the spectrograph select part of the light and induce
three different tilt angles so that each beam is imaged at different locations
of the detector. These are called photometric channels and are each relative
to a corresponding incoming beam. The remaining parts of the light of the
three beams are overlapped on the detector image plane to form fringes. The
spatial coding frequencies of the fringes f are fixed by the separation of the
individual output pupils. They are f = [1, 2, 3]d/λ, where d is the output pupil
diameter. Since the beams hit a spectral dispersing element (a prism glued
on a mirror or one of the two gratings) in the pupil plane, the interferogram
and the photometries are spectrally dispersed perpendicular to the spatial
coding. The dispersed interferogram arising from the beam combination, as
well as the photometric outputs, are recorded on the infrared detector. The
individual image that is recorded during the detector integration time (DIT)
is called a frame. A cube of frames obtained during the exposure time is called
an exposure.

This lecture aims to tackle the two major questions that arise when dealing
with the data reduction of the AMBER instrument: “What is the influence

Fig. 1. (Left panel) Sketch of the AMBER instrument. Light enters the instrument
from the left and propagates from left to right until the raw data are recorded on the
detector. Further details are given in the text; (Right panel) AMBER reconstituted
image from the raw data recorded during the 3-telescope observation of the calibrator
HD135382 in February 2005, in the medium spectral resolution mode. DK corresponds
to a dark region, Pk are the vertically dispersed spectra obtained from each telescope,
and IF is the spectrally dispersed interferogram
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of the AMBER-specific instrumental design on the recorded interferometric
signal?” and conversely, “How can we use the specificities of this signal to
derive an optimized signal processing of the data?” Following the previous
enumeration of AMBER characteristics, these two questions can be addressed
according to 3 themes that will be the framework of this coursebook:

(1) “What is the effect in single-mode waveguides on the interferometric
signal and how can we make use of this in the amber data reduction
process?” (Sect. 2)

(2) “What is the proper AMBER interferometric equation and what is spe-
cific about it?” (Sect. 3)

(3) + (4) “What are the AMBER observables and how can we estimate
them?” (Sect. 4)

2 Spatial Filtering and Visibility

The advantage of using the practical characteristics of single-mode fibers to
carry and recombine the light (as opposed to bulk optics), first proposed
by [2] with his conceptual FLOAT interferometer, is now well established.
Furthermore, in the light of the FLUOR experiment on the IOTA interfer-
ometer, which demonstrated the “on-sky” feasibility of such interferometers
for the first time [4] showed that making use of single-mode waveguides could
also increase the performance of optical interferometry, due to the remark-
able properties of spatial filtering, which change the phase fluctuations of the
atmospheric turbulent wavefront into intensity fluctuations. Indeed, and as
schematically shown by Fig. 2, the effect of the single-mode waveguide is to
only propagate in its core the part of the incoming electric-field projected on
its first mode. As a result, the wavefront at the output of the fiber is per-
fectly plane. In the image plane (see Fig. 3), this means that the shape of
the signal at the output of the waveguide is fully deterministic (as a matter
of fact quasi-Gaussian, e.g. [7]), as opposed to multimode instruments where
the short-exposed images present the famous randomly distributed speckle

Fig. 2. Schematic pupil plane view of the effect of single-mode waveguides on the
turbulent wavefront: at the entrance of the fiber, the wavefront is corrugated by the
atmospheric turbulence + static aberrations of the instrument. At the output, only
the projection of the electric field on the first mode of the waveguide has propagated
and as a consequence, the wavefront is plane
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Fig. 3. Schematic image plane view of the effect of single-mode waveguides on
the image. In the multimode case (left), the image is the well-known randomly
distributed speckle pattern. But the total number of photons in the image is constant
(scintillation neglected). In the single-mode case (right), the image is deterministic
(Gaussian-like shape) but the total number of photons depends on the coupling
coefficient (ρ) which varies with the turbulence

pattern. And the fact that at the fiber’s output the intensity profile is de-
terministic, that is calibratable is of great significance to the AMBER data
reduction process. Indeed this important information can be used as an a pri-
ori, there by improving the performance of signal processing. We will come
back to this point in the next chapters.

The obvious trade-off in producing perfectly stable intensity profiles from
single-mode waveguide is that only a fraction of the light, namely, the cou-
pling coefficient, is enters the fiber (once again, as opposed to multimode
experiments where the number of photons remains constant if we neglect
the scintillation; see Fig. 3). This coupling coefficient depends not only on
the source’s extent [5] but also on the turbulence, more precisely the Strehl
ratio [3]. This explains why single-mode interferometers also require telescopes
equipped with Adaptive Optics systems, in order to optimize the fraction of
flux entering the fiber. Nonetheless, this coupling coefficient property has a
strong impact on the estimated visibility. Indeed, this latter will be biased
both by geometric (static) and atmospheric (turbulent) effects. To cope with
this situation [4] proposed to monitor the coupling coefficient fluctuations in
real time due to dedicated photometric outputs and to perform instantaneous
photometric calibration. And indeed, he experimentally proved that doing so,
single-mode interferometry could achieve visibility measurements with preci-
sions of 1% or lower on compact sources.

Later, from its theoretical work, [6] has finally shown that, in the general
case of partial correction by adaptive optics and for a source with a given
spatial extent, the measured instantaneous visibility could be expressed in the
general case as Vij ∝TF[O�(α)Lij(α)], that is, the Fourier Transform of the
object brilliance distribution multiplied by the instantaneous interferometric
antenna lobe, which is turbulent. This easily explains why and how visibility
is biased by geometric effect (lobe effect such as in radio-interferometry) and
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by the turbulence, and why, as one of the consequences, the field of view of
single-mode interferometers is limited to one airy disk, that is, Θ∼λ/D, where
D is the diameter of one telescope. This also tells us that strictly speaking,
the modal visibility is not the source visibility. However, [15] confirmed from a
analytical approach that, in the specific case of compact objects such as dealt
by [4], the benefit of single-mode waveguides is substantial, not only in terms
of the signal-to-noise ratio of the visibility but also of the robustness of the
estimator. From now on, we will consider our observable to be the complex
modal visibility.

3 The AMBER Interferometric Equation

For the sake of clarity, the notations that will be used throughout this section
to derive the AMBER interferometric equation are summarized in Table 1.

3.1 Building the AMBER Interferometric Equation

The following demonstration is given, considering a generic Ntel ≥ 2 telescope
interferometer. In the specific case of AMBER, however, Ntel = 2 or Ntel = 3.
Each line of the detector being independent of another, we can focus our
attention on one single spectral channel, which is assumed to be monochro-
matic here. The effect of a spectral bandwidth on the interferometric equation
is treated in Sect. 4.3.

Table 1. List of notations and conventions used to describe the AMBER interfero-
metric equation and subsequent derivations

Quantity Definition

k in index pixel coordinate
αk sampling
i, j in exponent telescope(s)number(s)
pi

k photometric channel
ik interferometric channel

N total source photon flux

ti total transmission of the ith optical train
ai

k intensity profile for the interferometric channel
bi
k intensity profile for the photometric channel

f ij frequency coding
φij

s instrumental phase

Cij
B , Φij

B polarization contrast and phase

F i = Nti photometric flux

F ij
c = 2N

√
titjV ijei(Φij+φij

p ) coherent flux
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Table 2. (Left) image of the detector for one spectral channel; (Right) equations
ruling photometric (when illuminated) and interferometric channels. From top to
bottom: one, two, and all beams lit

One beam lit

pi
k = F ibi

k

ik = F iai
k

Two beams lit

pi
k = F ibi

k

ik = F iai
k + F jaj

k +√
ai

kaj
kCij

B Re
[
F ij

c ei(2παkfij+φij
s +Φ

ij
B

)
]

All pairs of beams lit

pi
k = F ibi

k

ik =
Ntel∑

i

F iai
k +

Ntel∑
i<j

√
ai

kaj
kCij

B Re
[
F ij

c ei(2παkfij+φij
s +Φ

ij
B

)
]

Interferometric Output

• One beam lit (Table 2, top): when only the ith beam is illuminated, the
signal recorded in the interferometric channel is the photometric flux F i

spread on the Airy pattern ai
k.

• Two beams lit (Table 2, middle): When beams i and j are illuminated
simultaneously, the coherent addition of both beams results in an inter-
ferometric component superimposed on the photometric continuum. The
interferometric part, i.e., the fringes, arises from the amplitude modulation
of the coherent flux F ij

c at the coding frequency f ij .

• All beams lit (Table 2, bottom): Such an analysis can be done for each pair
of beams arising from the interferometer. As a result, the interferogram
recorded on the detector can be written in the general form:
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ik =
Ntel∑

i

ai
kF

i +
Ntel∑
i<j

√
ai

ka
j
kC

ij
B Re

[
F ij

c ei(2παkfij+φij
s +Φij

B )
]

(1)

Here, φij
s is the instrumental phase taking possible misalignment and/or

differential phase between the beams ai
k and aj

k into account, and Cij
B and Φij

B

are, respectively, the loss of contrast and the phase shift due to polarization
mismatch between the two beams (after the polarizers), such as the rotation of
the single-mode fibers might induce. This equation is governing the AMBER
fringe pattern, that is the interferometric channel of the fourth column of the
detector (e.g. in figures of Table 2). The first sum in (1), which represents the
continuum part of the interference pattern, is called the DC component from
now on, and the second sum, which describes the high frequency part (that
is the coded fringes), is called the AC component of the interferometric output.

Photometric Outputs
Due to the photometric channels, the number of photoevents pi(α) coming
from each telescope can be estimated independently with

pi
k = F ibik (2)

The previous equation rules the photometric channels (resp. columns 2,3, and
5 of the detector, when illuminated; see Table 2).

3.2 Analyzing the AMBER Interferometric Equation

In order to analyze deeper the content of the AMBER interferometric equation
and to use this information to derive the optimized processing of the data, one
has to separate in (1) the astrophysical and instrumental parts. Furthermore,
if we put the DC component on the left side of the equation in order to have
on the right side an expression which is linear with respect to the coherent
flux, it is:

ik −

DC component︷ ︸︸ ︷
Ntel∑

i

F iai
k =

AC component︷ ︸︸ ︷
Ntel∑
i<j

[
cijk R

ij + dij
k I

ij
]
, (3)

where

cijk = Cij
B

√
ai

ka
j
k√∑

k a
i
ka

j
k

cos(2παkf
ij + φij

s + Φij
B) (4)

dij
k = Cij

B

√
ai

ka
j
k√∑

k a
i
ka

j
k

sin(2παkf
ij + φij

s + Φij
B) (5)
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are, such as in amplitude modulation techniques of telecom data, called the
carrying waves. They only depend on the characteristics of the instrument,
hence are deterministic1 and therefore calibratable. On the opposite, the quan-
tities:

Rij =
√∑

k

ai
ka

j
kRe

[
F ij

c

]
, Iij =

√∑
k

ai
ka

j
kIm

[
F ij

c

]
(6)

are proportional to the real and imaginary part of the coherent flux. From (3),
it can be seen straight away that a linear relationship between the continuum
corrected interferograms and the complex visibilities (i.e., from the coherent
flux) can be derived, provided

1. the DC component can be estimated: This can be achieved if we know
the ratio vi

k – which only depends on the instrument – between the mea-
sured photometric fluxes P i and the corresponding DC components of the
interferogram, that is,

ai
kF

i = P ivi
k, (7)

where P i is the estimated photometric flux, integrated over the pixels

P i = F i
∑

k

bik (8)

2. the characteristics of the instrument, that is, the carrying waves cijk , dij
k

are known

As a consequence, and as will be discussed in-depth in the next section, the
AMBER data reduction process consists in modeling the interferogram in the
detector plane. This requires a previous calibration of the instrument, char-
acterizing the function vi

k, and the carrying waves cijk , dij
k .

4 The AMBER Data Reduction

Hence, the AMBER data reduction requires 5 successive steps:

1. Cosmetic (flat-field, sky...) which converts the infrared CCD in photons
counting, a usual procedure that will not be described in further detail
here

2. Calibration of the instrument:
fraction of flux vi

k and carrying waves cijk , d
ij
k

3. Estimation of the photometric F i and coherent fluxes F ij
c

4. Estimation of the observables
5. Biases correction.
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4.1 Calibration of the Instrument

The calibration procedure is performed due to an internal source located in
the Calibration and Alignment Unit (CAU) of AMBER [12]. It involves ac-
quiring a sequence of high signal-to-noise ratio calibration files, whose suc-
cessive configurations are summarized in Table 3 and explained below. Since
the calibration is done in the laboratory, the desired level of accuracy for the
measurements is insured by choosing the appropriate integration time. As an
example, typical integration times in “average accuracy” mode are (for the
full calibration process) τ = 17s, 30s, 800s for, respectively, low, medium,
and high spectral resolution modes in the K band and 100 times higher for
the “high accuracy” calibration mode. The sequence of calibration files has
been chosen to accommodate both two and three-telescope operations. For a
two-telescope operation, only the first 4 steps are needed.

1. vi
k estimation: steps 1 and 2 (and 5 when in 3-telescope mode)

For each telescope beam, an image is recorded with only this shutter
opened. The fraction of flux measured between the interferometric channel
and the illuminated photometric channel leads to an accurate estimation
of the vi

k functions (see Fig. 4, left).
characterization of cijk and dij

k : steps 3/4, 6/7, and 8/9

In order to compute the carrying waves, one needs to have two indepen-
dent (in terms of algebra) measurements of the interferogram, since there
are two unknowns (per baseline) to compute. The principle is the follow-
ing: two shutters are opened simultaneously and for each pair of beams,
then the interferogram is recorded on the detector. [Such an interferogram
corrected for its DC component and calibrated by the photometry, yields
the cijk carrying wave.] To obtain its quadratic counterpart, the previous
procedure is repeated by introducing a known phase shift close to 90 de-
gree γ0, using piezoelectric mirrors at the entrance of beams 2 and 3.

Table 3. Acquisition sequence of calibration files

Step Sh 1 Sh 2 Sh 3 Phaseγ0 Step Sh 1 Sh 2 Sh 3 Phaseγ0

1 O X X NO 5 X X O NO
2 X O X NO 6 O X O NO
3 O O X NO 7 O X O YES
4 O O X YES 8 X O O NO

9 X O O YES
Sh = Shutter; O = Open; X = Closed.

1 we recall here that due to the use of single-mode fibers, the intensity profiles ai
k

and bi
k are fixed and depend only on the configuration of the instrument.
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Fig. 4. Outputs of the calibration procedures. Examples have been chosen for a
given wavelength λ = 2.2 μm. Left: the vi

k functions. Middle: the matrix containing
the carrying waves; the first three columns are the cij

k functions for each baseline,
and the last three columns are the respective dij

k functions. One can see that for each
baseline, cij

k and dij
k are in quadrature. Right: another representation of the carrying

waves. From top to bottom, both sinusoidal functions correspond to columns 1-4,
2-5, and 3-6 of the calibration matrix

Computing the dij
k function from cijk and γ0 is straightforward (see Fig. 4,

middle and right).

4.2 Estimation of Photometric and Coherent fluxes

Photometric Fluxes – DC Subtraction
As discussed previously, the estimation of the photometric fluxes is straight-
forward, given the vi

k functions (see (7)). Hence, the DC corrected interfero-
gram, namely, mk, can be computed (Fig. 5, left and middle):

mk = ik −
Ntel∑
i=1

P ivi
k (9)

Fig. 5. Steps of the fringe fitting part of the AMBER data reduction. (Left)
recorded interferogram ik (DC component over-plotted); (Middle) DC component-
corrected interferogram mk, now centered around 0. (Right): fit of the mk by the
carrying waves
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Coherent Flux – fringe Fitting:
Equation (9) can then be rewritten

mk =
Ntel∑
i<j

cijk R
ij − dij

k I
ij =

[
c
(i,j)
k , d

(i,j)
k

]
︸ ︷︷ ︸

V2PM

[
Rij

Iij

]
, (10)

which defines a system of Npix linear equations with 2Nb = Ntel(Ntel − 1)
unknowns (i.e., twice the number of baselines). The matrix that contains the
c
(i,j)
k , d(i,j)

k functions is called the V2PM and stands for Visibility to Pixel
Matrix. Thus, estimating the real and imaginary parts of the coherent flux re-
quires to solve the inverse problem defined by the matrix-type (10). Assuming
Gaussian statistics for the noise of the measurements mk, (10) is inverted by
performing a least square fit of the mk from the carrying waves, adjusting the
Rij and Iij free parameters as shown in Fig. 5, right. Finally, the estimated
complex coherent flux Cij comes directly from

Cij = Rij + iIij =
√∑

k

ai
ka

j
kF

ij
c (11)

4.3 Estimation of the AMBER Observables

The estimated complex coherent flux Cij is directly linked to the complex
(modal) visibility of the object through the following equation:

Cij ∝ F ij
c = 2N

√
titjV ijei(Φij+φij

p ) (12)

Hence, from the previous equation one can estimate

1. the (squared) modulus of the source’s visibility |V ij |. This quantity gives
information about the spatial extent of the source, with respect to the
chosen baseline

2. the phase: this latter quantity cannot be computed directly because of
the atmospheric differential piston φij

p , which adds a random turbulent
phase that cannot be dis-entangled from the source. Fortunately, there
are different ways are available to obtain a partial phase information
• Due to the use of 3 telescopes simultaneously, one can compute the

so-called closure phase, which is independent of the atmosphere. The
closure phase gives information about the geometry of the source, that
is, the potential asymmetries (e.g. [9])

• Due to the spectral dispersion offered by the AMBER instrument, the
differential phase can be estimated as well, confirming that photocenter
displacement is a function of the wavelength [1]

The Closure Phase
By definition, the closure phase is the phase of the so-called bispectrum
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B123. The bispectrum results in the ensemble average of the coherent flux
triple product and is then estimated as

B̃123 =
〈
C12C23C13∗

〉
(13)

The closure phase then is straightforward:

φ̃B

123
= atan

[
Im(B̃123)

Re(B̃123)

]
= Φ12 + Φ23 − Φ13 (14)

The closure phase has the advantage of being independent of the atmosphere
(e.g. [13]), since the atmospheric piston is a differential quantity, which sum
cancels out when using a closure relation, as is done in the three-telescope
case. An example of closure phase and closure phase error bars is given in
Fig. 6. So far the closure-phase internal error bars (i.e., that does not include
systematics errors) are computed statistically by taking the root mean square
of all the individual frames, then dividing by the square root of the number
of frames.

The Differential Phase
The differential phase is the phase of the so-called cross spectrum W12. For
each baseline, the latter is estimated from the complex coherent flux taken at
two different wavelengths λ1 and λ2:

W̃ ij
12 =

〈
Cij

λ1
Cij

λ2

∗〉
(15)

And the differential phase is

Fig. 6. Example of differential phases (after removing atmospheric piston) and
closure phase computation on an observed object with a rotating feature in the Brγ
emission line in α Arae, [8]



Presentation of AMBER/VLTI Data Reduction 269

˜Δφij
12 = atan

⎡
⎢⎢⎣

Im
(
W̃ ij

12

)

Re
(
W̃ ij

12

)
⎤
⎥⎥⎦ (16)

In first order approximation, the differential phase of Eq. (16) is a linear func-
tion that takes the generic form Δφ12 = φ1 + 2π (σ2 − σ1) δ, where σ = 1/λ
is the wavenumber. Its slope δ = δp + δo depends on the sum of atmospheric
piston δp, which varies frame by frame, and of the linear component of the ob-
ject differential phase δo. It can be estimated by performing a linear fit of the
differential phase, as illustrated in Fig. 7. In order to distinguish between the
atmospheric piston δp and the linear component of the differential phase δo,
the fitting can be performed by only using spectral channels corresponding to
the continuum of the source (i.e., outside spectral features), where the object
differential phase is assumed to be zero. An example of a differential phase,
where the atmospheric piston has been removed using the fitting technique
described previously is shown in Fig. 6. Currently, like the closure phase, the
internal error bars are computed statistically assuming that the differential
phases are statistically independent frame to frame.

The squared visibility
By definition, the squared visibility is the ratio between the squared coherent
flux and the geometrical product of the photometric fluxes. Hence, (6) and
(7) state that the expression of the squared visibility writes

|V ij |2 =
|F ij

c |2
4F iF j

=
Rij2 + Iij2

4P iP j
∑

k v
i
kv

j
k

(17)

Fig. 7. Piston estimation from the fringe pattern. From left to right is (i) the raw
fringe pattern, the corresponding phase; (ii) the estimated linear component of the
phase from the least square fit; and (iii) a piston time-sequence over 250 seconds.
Note that the piston rms is around 15 μm, which agrees with the average atmospheric
conditions recorded in Paranal
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However, one has also to take into account the different biases that are in-
troduced in the estimation of the squared visibilities. The sources of these
biases are

• the visibility V ij
c of the internal source (CAU), which mediates in the

calibration process but not during the observation. This bias is a fixed
value and is easily calibratable, e.g. by observing a reference source.

• the quadratic estimation of the coherent flux. Indeed, taking the ensemble
average of the squared modulus of the coherent flux introduces an additive
bias (Bias

{
Rij2 + Iij2

}
) due to the zero-mean photon and detector noises

[11]. This bias is the quadratic sum of the errors of the measurements
σ2(mk) projected on the real and imaginary axis of the coherent flux.
More precisely, if ζij

k and ξij
k are the coefficients of the generalized inverse

of the V2PM matrix, matrix, Rik and Iij verify the respective following
equations:

Rij =
Npix∑
k=1

ζij
k mk, Iij =

Npix∑
k=1

ξij
k mk (18)

Hence, the quadratic bias can then be estimated and subtracted, using

Bias{Rij2
+ Iij2} =

∑
k

[
(ζij

k )2 + (ξij
k )2

]
σ2(mk) (19)

with

σ2(mk) = ik + σ2 +
Ntel∑
i=1

[
Pi +Npixσ

2
]
(vi

k)2 (20)

• non-zero optical path difference (OPD): since the coherence length Lc is
finite, a non-zero OPD induces a loss of spectral coherence that trans-
lates into a multiplicative attenuation (ρp) of the visibility, which can be
computed frame by frame, and corrected using the following formula:

ρp =
∣∣∣∣sinc

(
π
δp + δo
Lc

)∣∣∣∣ (21)

δp and δo being estimated from differential phase measurements, as dis-
cussed previously. Note that this effect is usually negligible in medium and
high spectral resolution modes, providing typical excursion of the atmo-
spheric piston at Paranal.

• fringe motion during the integration time leads to fringe blurring, hence
contrast loss (ρjit), which depends on the features of the turbulent atmo-
sphere, mainly its coherence time. This effect is calibrated by observing
a reference star, assuming that the parameters of the turbulence remains
the same.
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In summary, the estimated visibility verifies the following equation:

|̃V ij |2
V ij

c
2

︸︷︷︸
CAU visibility

=

〈
Rij2 + Iij2

〉 quadratic bias︷ ︸︸ ︷
−Bias

{
Rij2

+ Iij2
}

4 〈P iP j〉∑k v
i
kv

j
k

< ρ2
p >︸ ︷︷ ︸

piston bias

jitter bias︷ ︸︸ ︷
< ρ2

jit >

(22)
The associated error of the visibility is computed from the semi-empirical
formula, using a second-order development of the estimator, following [10]:

σ2(|̃V ij |2)
|̃V ij |2

2 =
1
M

⎡
⎣
〈|Cij |4〉

M
− 〈|Cij |2〉2

M

〈|Cij |2〉2M
+

〈
P i2P j2

〉
M

− 〈
P iP j

〉2
M

〈P iP j〉2M

⎤
⎦ ,
(23)

where M is the number of frames used to compute the visibility.

5 Conclusion

In this paper, we have described from a theoretical point of view, the reduc-
tion steps involed in VLTI/AMBER interferometric observations. The main
specificities of the algorithm to be borne in mind are the following: the AM-
BER signal processing is (i) a fit of the interferogram in the detector plane,
(ii) using an a priori calibration of the instrument, where (iii) the complex
visibility of the source is estimated from a least-square determination of a
linear inverse problem, and where (iv) the derived AMBER observables are
the squared visibility, the closure phase, and the spectral differential phase.
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4. Coudé Du Foresto, V., Ridgway, S., Mariotti, J.M.: Deriving object visibilities
from interferograms obtained with a fiber stellar interferometer. A&AS 121,
379–392 (1997) 259, 260, 261

5. Dyer, S.D., Christensen, D.A.: Pupil-size effects in fiber optic stellar interferom-
etry. Opt. Soc. of Am. J. A 16, 2275–2280 (1999) 260
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1 Introduction

Circumstellar disks are expected to form as a natural consequence of the
star-formation process, as high angular momentum material in the parent
molecular core cannot fall directly onto the central star but accumulates on
a flattened structure perpendicular to the average original angular momen-
tum of the prestellar core [13, 28]. Indeed, observationally, disks are found to
be present around most young stellar objects. Disk-like structures are found
around protostars of every mass, when sufficient angular resolution and sen-
sitivity observations are available, from the lowest mass brown dwarf systems
[24, 32] to massive protostars [4, 7].

Disks play an essential role in the formation of stars as material loses an-
gular momentum in the disk and is accreted onto the central forming star.
When the central star is assembled, and the main accretion phase, if finished,
is within the circumstellar disk, then planets are expected to be assembled.
In fact, around many young pre-main sequence stars protoplanetary disks are
detected. The presence of disks around TTauri-like stars (TTS) and Herbig
Ae/Be stars (HAeBe) was originally inferred from the presence of infrared ex-
cess in these systems and then eventually demonstrated through direct imag-
ing at millimeter wavelengths [20, 27].

In this lecture, I will primarily concentrate on high angular resolution
observations of protoplanetary disks surrounding pre-main sequence stars. I
will give examples of observations obtained using many different techniques
that have been discussed in this class, in particular adaptive optics-assisted
(see lectures by Esposito), infrared interferometry (see lectures by Malbet and
Tatulli) and millimeter interferometry (see lecture by Beuther) observations.
I will discuss how different observations allow us to probe the dust compo-
nent of these disks, especially regarding the properties and evolution of the
dust toward the first phases of the planetary formation process. Gas, and in
particular molecular gas, is the main constituent of these disks, and several
high angular resolution observations are essential for our understanding of
the kinematical, physical and chemical properties of the gaseous component
of disks. I do not have time to discuss this aspect here and refer to the recent
review in [11] for more details.

2 Structure of Circumstellar Disks

Some basic constraints on the structure of circumstellar disks can be derived
by modeling their spectral energy distribution (SED). As a first approxima-
tion, the SED of a circumstellar disk can be modeled as the sum of the con-
tribution of annuli, each emitting as black body at a local temperature Td(r),
where r is the distance from the central star. Under these assumptions the
SED of a circumstellar disk can be written as
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Fν =
cos θ
D2

∫
ri

roBν(Td)(1 − e−τν )2πrdr , (1)

where Bν is the Planck function, and τν is proportional to the dust opacity
at the frequency ν and the dust surface density distribution. The local tem-
perature at each radius is determined by the balance between cooling due to
the emitted radiation and the heating. The two main heating sources are the
direct radiation from the central star and the viscous dissipation. Both these
processes predict temperature distributions Td ∼ r−q with q=0.75 (see [22]
for a detailed discussion).

These simple parametric models have been widely used to infer global
properties of disks around young stars. The general result (e.g. [3]) has been
that such models account well for overall shape of the observed SEDs in T
Tauri and HAeBe systems, but the temperature profile Td(r) has to fall off
much more slowly than predicted by the simplistic models described above.
To fit the observed data, the derived value of q is close to 0.5.

The most successful solution to this inconsistency is the class of disk mod-
els that include a flaring outer disk [18] and an optically thin disk atmosphere
[8]. These models predict that the disk-opening angle or the ratio between
the scale height and the radius increases toward the outer disk. The grazing
angle at which the stellar radiation impinges on the disk changes with radius,
allowing for an increase of the heating of the outer regions of the disk. The
optically thin (to the disk radiation) atmosphere absorbs the stellar radiation
and is warmer than the disk (optically thick) interior at the same radius.

These disk models have been extremely successful in explaining a number
of observational properties of disks that range from the overall shape of the
SED to the scattered light images of disks. These are, thus, the reference
models that are used as benchmark for the observations. The disk structure
predicted by these models has important implications on which regions of the
disk are probed by different observational techniques.

Scattered light emission in the visible and near-infrared are a sensitive
probe of the small dust grains population in the upper layers of the disk at-
mosphere, while emission in the mid-infrared features of the silicates probe
the emission of dust grains in the atmosphere. The disk midplane, which con-
tains the bulk of the disk mass, can only be probed directly at millimeter
and longer wavelengths, where the emission becomes optically thin. In the
following section, I will discuss how the use of different high angular resolu-
tion observations allow to constrain the structure and physical properties in
different regions of the disk.

2.1 The Disk Atmosphere

The properties of dust grains and macro-molecules in the disk atmosphere
can be probed indirectly by observing the scattered light emission from the
central star or directly observing the emission features in the mid-infrared.
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By comparison with disk models, both observables also allow to constrain the
geometrical structure of the disk atmosphere, such as the disk flaring.

In this lecture, I will concentrate on the dust emission diagnostics and refer
to [33] for a recent review on the properties of disks derived from scattered
light images at various wavelengths.

2.2 Diamonds and PAH

Very small dust particles and macro-molecules emit a rich spectrum of fea-
tures in the mid-infrared, most of which have not been univocally identified
so far. It is generally believed that the unidentified features at 3.3, 7.7–7.9,
8.6, 11.3, and 12.7 μm are associated with transiently heated large Policyclic
Aromatic Hydrocarbons (PAH). These have been widely detected in HAeBe
systems [1]. The exact region of the system in which these are located has been
debated for some time, until diffraction-limited 10–12 μm observations with
large telescopes [6] and adaptive optics-assisted L-band spectroscopy have re-
solved the emission as predicted by flared disk models [14, 15]. In one system,
HD97048 (see Fig. 1), an additional feature was detected and resolved at
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Fig. 1. NAOS/CONICA VLT observations of the 3.6 μm “diamonds” and 3.3 μm
PAH features and the adjacent continuum in the HD97048 intermediate mass system
(adapted from [14, 15]). The upper panel shows the intensity profile of the continuum
subtracted diamond feature as a thick line histogram, the adjacent continuum profile
as a thin histogram, and the profile of an unresolved star as dashed line; the diamond
emission is clearly resolved. In the bottom panel the PAH and continuum profiles
are compared with disk model computations for the PAH line (dot-dashed) and the
continuum (dotted)
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Fig. 2. Compilation of observations of silicates profiles in HAebe, TTS, and BD
systems and in the laboratory (adapted from [25] and references therein)

3.6 μm, which is suggested to be associated with C–C stretch in diamond-like
carbon grains.

The presence and abundance of these macro-molecules in the disk atmo-
spheres has a strong impact on the gas heating and chemistry in the disk as
they contribute to a significant fraction of the gas heating via the photoelectric
effect. They may also affect the formation rate of molecular hydrogen on the
grain surfaces. These grains need to be taken into account in most accurate
disk models; however, one of the most serious limitations, in doing this is that
observations of these grains cannot probe the population in the disk interiors,
and models have to rely on assumptions on the abundance throughout the
disk.

2.3 Silicates

Astronomical silicates have one of the most prominent emission features at
10 μm; one of the successes of the flared disks models with atmosphere is the
natural explanation for the emission observed in this feature in a large variety
of circumstellar disks [8]. In recent years with high quality mid-infrared spectra
becoming available first with ISO and more recently with Spitzer, it has been
possible to attempt to understand the diversity of the profiles observed in
various regions.

As reviewed in [25], the modeling of silicate profiles in disks, as well as
comparison to laboratory measurements, can give indications on the degree of
“crystallinity” and on the size of the emitting particles. The observed systems
show a range of properties with grains similar to those present in the diffuse
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in the bottom panels the MIDI observations of the inner disks are compared to the
emission from the outer disk derived by subtracting the interferometric spectrum
from single telescope spectra (adapted from [5])

interstellar medium to grains that have undergone a significant processing,
both in terms of crystallization and growth. It is still difficult to properly
understand the zoo of properties observed, and in particular the expectation
that dust processing evolves with time, i.e., with the age of the system, is still
not evident from the current observations.

High angular resolution observations with the VLTI (see contribution from
Malbet, this volume) allows one to investigate the properties of the silicate
profile as a function of the distance from the central star. In Fig. 3, we show
the results of [5] who demonstrated that the dust in the inner regions of
disks is more processed than in the outer region. This is consistent with the
expectations that the evolution of dust is faster closer to the star [12].

3 The Inner Disk

In the previous section, we have seen how high angular resolution observations
allow us to probe the dust in the upper layers of the disks. The dust in
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the disk atmosphere is in many cases very evolved and large (up to a few
microns); crystalline grains are found, especially in the inner regions of the
disk atmospheres. The atmosphere of the disks, however, contains only a tiny
fraction of the total disk mass, and the planet formation process is thought
to occur on the disk midplane.

The disk midplane can only be probed at long wavelengths, where the disk
is optically thin, as we will discuss in Sect. 4, or at the very inner regions of
the system, where the radiation from the central star photoevaporates the
dust grains. The properties (size, geometry) of the inner edge of the disk are
shaped by the properties of the dust grains and how they interact with the
direct stellar radiation. The region of the disk where this process takes place is
very close to the central star. For a typical HAe system, this region is less than
one Astronomical Unit from the stellar photosphere. At the distance of the
nearest star-forming regions (∼100 −140 pc), this corresponds to an angular
size of up to 10 milliarcsec. With the current generation of large telescopes,
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these sizes are beyond reach even with adaptive optics systems and need to
be explored using near-infrared interferometers.

With the first near-infrared interferometers coming on line and producing
scientific data, the properties of the inner regions of the disk have been the
subject of intense recent modeling efforts. Observations of the SEDs of HAeBe
systems and early near-infrared interferometric observations have highlighted
the possibility of the presence of an inner “puffed-up” edge [10, 21]. More
recently [16] have produced a self consistent model of the inner regions of the
disk. This model naturally explains the size and shape of the inner edge of
the disk in terms of the stellar photospheric parameters and the properties
of the dust grains. These models were used by [17] to interpret the visibili-
ties observed with near-infrared interferometers of several disks around young
stellar objects (see Fig. 4 for example).

The combination of these advanced observational and modeling techniques
have allowed us to constrain the properties of dust grains on the disk midplane,
in the inner regions of a small sample of HAe systems. [17] demonstrated that
in almost all systems investigated, the observations are consistent with the
presence of grains much larger than the interstellar grains. The analysis of
the near infrared data allow us to set a minimum size of the order of ∼1 μm
for the grains that dominate the population of dust in the inner disk.

The availability of the AMBER instrument at the VLTI is expected to
allow for a substantial improvement in the study of the inner disk in a large
sample of intermediate mass pre-main sequence systems and possibly a num-
ber of T Tauri systems. Due to its spectroscopic capabilities, AMBER will also
allow a step forward in our understanding of the gaseous component on the
inner disk and the relationship between disk and jet. Some initial experiments
with AMBER [19, 29] have confirmed that in HAeBe stars the Brγ emission
is not associated with the magnetosphere of the central star or inner gaseous
disk but with the base of the wind/jet. Moreover, the hydrogen recombination
line observations have shown that the wind/jet is launched from a region of
the disk similar or slightly more extended than the dusty inner disk rim (see
Fig. 5 and [29]).

4 The Disk Midplane

While the study of the inner disk allows us to probe the proprties of the dust
grains on the midplane close to the central star, most of the disk mass which
is on the midplane at large radii can only be probed at millimeter and longer
wavelengths. At these wavelengths the disk becomes optically thin to its own
radiation, and we can observe the emission from the bulk of the solid material.

Assuming thermal emission from an isothermal, optically thin ensemble of
dust, the observed flux at millimeter wavelength can be written as

Fν =
1
D2

Bν(Td) kνMd , (2)
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(dotted) is due to the disk inner rim; the top-left panel shows the AMBER/VLTI
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rim (see sketch on the bottom-left panel). The figure has been adapted from [29]

where Td and Md are the dust temperature and total mass, D is the dis-
tance to the observer, Bν(Td) the Planck function at the appropriate frequency
and temperature, and kν is the dust opacity per unit mass. At millimeter wave-
lengths the dust opacity as a function of frequency can be approximated with
a power law kν ∼ νβ , and the Planck function can be well approximated by
the Rayleigh-Jeans function, hence

Fν ∼ TdMd ν
α (3)

with α = 2+β. This implies that the shape of the spectral energy distribution
at millimeter wavelengths can be used to derive the dust opacity power law
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index β, while the total flux measured at a given wavelength is proportional
to the product of temperature and mass.

The value of β depends on the type of dust grains in the ensemble: compo-
sition, shape, size, and combination of these. The mixture of grains that fits
the properties of the interstellar medium correspond to a value of β close to
two (α∼ 4). If, however, the dust grains become much larger that the wave-
length at which the fluxes are measured, then the dust opacity becomes gray
(as only the geometrical cross section of the grains is relevant) and α value
approaches 2 (β = 0). Even if the exact value of beta depends on a variety
of dust properties that are hard to constrain (see Fig. 6 for some examples of
β computations for different properties of the grain population), the general
result that a low value of β is only consistent with the presence of large grains
is a solid one (se also [9]).

Obviously this is a powerful probe for the presence of very large grains in
circumstellar disks as discussed in [2]. The results of the first millimeter and
submillimeter survey for grain growth in circumstellar disks is reported in this

Fig. 6. Dust opacities per unit mass (bottom panel) and power law exponent
(top panel) as a function of the maximum size for the dust grains and for various
dust size distributions. The histogram on the right side of the top panel illustrates
the values of the index beta measured in a sample of protoplanetary disks around
T Tauri and HAe stars. Adapted from [25]
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paper. In practice, as already discussed in [2], the situation is more complex,
as disks are not isothermal ensembles of optically thin dust.

Even if the assumption of an average temperature, as discussed in [23], is
not a poor approximation of (1), to give a rough estimate of the disk mass and
to obtain an accurate determination of the value of β, it is necessary to use
more sophisticated disk models that take into account the temperature profile
and the presence of an optically thick inner region of the disk. As discussed
in [30], low values of α approaching 2 may be an indication of low values of β,
hence grain growth, or may be the consequence of unexpectedly high optical
depth disks (see Fig. 7).

To resolve these ambiguities, fit proper disk models, and derive accurate
values of β, it is necessary to resolve the disk emission at millimeter wave-
lengths and to use this additional constraint to solve the ambiguities. Tho
achieve this, it is necessary to obtain angular resolutions of the order of ∼1
arcsec or beter, corresponding to linear resolutions of the order of 100 AU
in the nearest star forming regions. These angular resolution at millimeter
wavelengths can only be achieved by large radio interferometers (see also the
lecture by Beuther). An example of such a study is the one on the CQ Tau
system by [31] (see also Fig. 8). The combination of the millimeter spectral
index from 1 to 7 mm and high angular resolution VLA observations at this
wavelength allow to obtain an accurate measurement of β and to derive the
presence of very large (centimeter size) grains in the disk midplane.
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Fig. 9. Measured values of β as a function of luminosity (top panel) and age
(bottom panel) of the central star. Adapted from [25].
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There is now a growing number of systems for which accurate measurements
of β are available (see [25] for a recent compilation). The sample studied so
far is significantly biased as the goal of most of the searches was to identify
systems with large grains (see e.g. [26]). So far all searches for correlations
of the dust properties in the midplane with other properties of the system
have not given convincing results. As an example, in Fig. 9, the run of β as a
function of luminosity and age of the central star is shown, and no correlation
is found contrary to the expectation that grain growth proceeds with the age
of the system toward the planetary formation phase.

There are several explanations for this failure. The most obvious is that
the samples studied so far are very small and biased for the trend to emerge.
Obviously this is an area that needs improvement, and surveys with current
and future millimeter and radio interferometers are planned to this effect.
There is, however, the more interesting alternative that the lack of (expected)
correlation is due to some physical effect, for example the growth to large
particles may be a fast process occurring in the earliest stages of the system
(prior to the stage we are observing now) and then the next step, the growth to
planetesimals and planets, may be a much more difficult process that requires
substantial time to occur.
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CFHT, 113, 120
Chandra, 177
Chandra X-ray observatory, 175
CHANDRA X-ray observatory, 155
Chandra X-ray observatory, 174, 177,

179, 181
channel maps, 163
charge exchange, 29
CHARM, 112
Chemistry, 225, 234
circumstellar disks, 161
Class 0 sources, 5
Class I jets, 97, 99, 100
Class I sources, 5, 6
CLEAN algorithim, 205–207, 210, 211
closure phase, 209
Clustered star formation, 220, 223, 227
cm wavelengths, 220
CO, 5
COAST, 209, 212
coherence time, 208–211
collecting area, 153
collimation, 7, 223
collision strength, 28
collisional excitation, 28
Come-On system, 47
Competitive accretion, 229
constructive interference, 242
Core mass function, 228, 229
COS, 158
cosmic microwave background, 209, 216
critical density, 18, 81, 84, 85
Crystallization, 225
Cumulative mass distribution, 229

D-lines, 33
Darwin/TPF-I interferometer, 166
de Laval nozzle, 187, 188
Debris disk, 225, 226
deconvolution, 204, 205, 207
deformable mirror, 57
depletion, 90, 91
destructive interference, 242
DG Tau, 163, 180, 222
diffraction limit, 82, 83
diffraction limited performance, 46, 107

dipole approximation, 25
dirty beam, 205–207
dirty image, 205
Disk rotation, 223, 227
disk-wind, 6, 9, 10, 106
DM Tau, 226
doublet, 34
Dust continuum emission, 220, 224, 226
Dust opacity index, 225

e-Merlin, 214–216
Effelsberg, 212
Einstein A-coefficient, 27
Einstein B-coefficient, 26
Einstein X-ray observatory, 174
electron density, 16, 35, 36
electron temperature, 16, 35, 36
encircled energy plot, 177
EPIC (European Photon Imaging

Camera), 178
equivalent electrons, 30, 34
EVLA, 214, 216
extinction, 179
extinction measure, 89, 90, 93, 94

Fabry-Perot Interferometer, 111
Fe II emission Lines, 88
Fe II emission lines, 80, 81, 83, 85,

87–91, 97–100
FGS, 157
FGS/TFI, 169
field of view, 202–204, 215
filling factor, 6, 36
Fizeau Interferometers, 47
FLAO, 66
FLASH code, 184
forbidden emission lines, 4, 27, 34, 37,

112, 114
Fourier Optics, 48
Fourier transform, 194, 196–198, 202,

204, 205, 207, 210
Fragmentation, 221, 228–231, 234
Free-free emission, 220
Fried, 54, 59, 63
Fried parameter, 50, 54, 56, 107, 209
fringes, 194, 195, 197, 200, 203, 208, 209

G10.6, 228
GILDAS, 252
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GMRT, 214
Grain growth, 225

H and K lines, 33
Hα, 8
H2 Boltzmann diagrams, 92–96
H2 emission, 91, 92, 95, 96
H2 excitation, 91
H2 mass flux measure, 94
H2 ortho/para ratio, 91, 96
He I λ10830, 8
Herbig Haro Objects, 4
Herbig-Haro objects, 174
Herschel Space Observatory, 166
HH 111, 159
HH 211, 221
HH 30, 160
HH 46/47, 159
HH objects, 15
HH 1, 177
HH 154, 178, 181, 185
HH 2, 177
HH 168, 182
HH 210, 182
HH 80/81, 182
HH 30, 39
high density limit (HDL), 19, 20, 39
High-mass outflows, 223
High-mass star formation, 220, 223
holes, 31
homothetic interferometer, 45, 47, 67,

72
Hot Core, 227, 233
HST, 106, 155, 242
HST instruments, 157
HST observations of jets, 159
Hubble Heritage Project, 155
Hubble Space Telescope, 155, 156

infrared excess, 5
Infrared Space Observatory, 155
Initial mass function, 228
interaction Hamiltonian, 22
interference, 194, 196, 198, 202, 203
interferometry, 193, 194, 209, 212, 216,

220, 221, 225, 233, 235
Interferometry Task Force, 251
interferometry, large aperture, 243
interferometry, long baseline, 242

interferometry, small aperture, 243
internal working surfaces, 117
intersystem lines, 28
ionisation fraction, 6
ionization fraction, 29, 33, 37, 38
IR lines, 80, 82, 85, 86
IR Lines diagnostics, 83
IR lines diagnostics, 81, 85–88, 90–95
IR Observations, 80
IR observations, 82, 97
IR Position-Velocity diagrams, 97–99
IRAS05358+3543, 224
IRAS19410+2336, 230, 231
IRAS19410+3543, 229
IRAS20126+4104, 227, 228, 231
IRAS 05358+3543, 223
irradiated jets, 162
ISO, 155
isoelectronic sequence, 29, 37
isoplanatic angle, 60, 63, 107

J-J coupling, 30
James Webb Space Telescope, 166
jet movies, 160
jet rotation, 164
jet, collimation, 6, 115
jet, emission lines, 112
jet, entrainment, 221, 222
jet, launching, 223
jet, multi-component, 7
jet, opening angle, 115
jet, rotation, 7, 222, 223
jet, width, 115
Jets, 221–223, 234
jets in the UV, 165
JIVE, 213
JWST, 7, 119, 166
JWST instruments, 168

Keplerian rotation, 226, 227
Kolmogorov, 52, 55

L-S coupling, 30
L1551 IRS5, 178, 179
Large Binocular Telescope, 45, 47, 64,

67, 72
Laser guide star, 61, 63, 108, 119
LBTI, 75
line intensity, 83–85
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Local Thermodynamic Equilibrium
(LTE), 18, 29

LOFAR, 214, 216
LOFAR Low Frequency Array, 214
low density limit (LDL), 19, 20, 39
Low-mass outflows, 223
Low-mass star formation, 222, 227
LUCIFER, 65
luminosity, H2, 5
luminosity, accretion, 5
luminosity, bolometric, 5
luminosity, forbidden line, 4–6
luminosity, infrared, 5

Mach disk, 161
magnetic fields, 40
Maser, 220, 229
mass accretion rate, 5, 6, 175
mass loss rate, 5, 6, 38
matrix element, 22
maximum entropy method, 207
MCAO, 74
MERLIN, 200, 212–214
metastable state, 33
MHD wind models, 106
MHEL regions, 100
Michelson Stellar Interferometer, 45, 47,

69
MIDI, 245, 248, 249, 253
mini working surfaces, 159
MIRI, 169
Modulation Transfer Function, 49, 55,

56
Molecular lines, 227, 231
Molecular outflows, 221, 223
MPE 3D imaging spectrometer, 112
MUSE, 119
MWA, 214

NAOMI, 113, 120
nebular lines, 35
NICMOS, 157
NIRcam, 168
NIRSpec, 168
NIRVANA, 73, 74
NMA, 220
NOMIC, 75

OASIS, 113, 115, 120

One Mile Telescope, 212
onion-like kinematics, 163
Orion-KL, 232, 233
oscillator strength, 24
Outflows, 232
OVRO, 220

P Cygni profile, 8, 9
P2PP, 252
Pauli exclusion principle, 30, 34
PdBI, 220, 221, 224, 226, 229, 230, 232,

233
phase calibration, 211
phase structure function, 50, 53, 55
photoexcitation, 23
photoionization, 21, 23
Planets, 225, 234
Point Spread Function, 48, 106, 108,

110
Policyclic Aromatic Hydrocarbons, 276
PRIMA, 251
primary beam, 202–204, 215
projected baseline, 246
proper motion, 37, 39
proper motions, 159
PUE’O, 113
pumping, 23

quadratic form, 39

radiative decay, 27
rate coefficient, 28
Rayleigh-Jeans, 220, 225
reddening, 20, 35
refraction index fluctuations, 50, 52
refraction index fluctuations, structure

function, 53
residual map, 205, 206
resonance lines, 20, 31
Reynolds number, 50
Ryle Telescope, 212

SearchCal, 252
self-calibration, 210
semiforbidden line, 28, 34, 35, 37
sensitivity, 214, 215
Shack-Hartmann sensor, 57, 113
shock waves, 33, 36
shocks: C and J-types, 95, 96
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singlet, 34
slitless spectroscopy, 39
SMA, 220, 222, 231
sodium layer, 61, 62
space astronomy, 153
space telescopes, 154
spatial resolution, 154
spectral energy distribution, 6, 224,

225, 274, 281
Spectral index, 225
Spectral lines, 220, 221, 227, 232, 234
spectro-astrometry, 7
spectroscopy, image slicing, 110
spectroscopy, integral field, 109, 110,

112
spectroscopy, lenslet array, 110
spectroscopy, long-slit, 109, 114
spectroscopy, optical fiber bundles, 110
spectroscopy, slitless, 114
Spitzer, 10, 277
SPITZER Space Telescope, 155
square kilometer array, 216
Star formation, 220, 227, 228
statistical equilibrium, 18
stellar wind, 6, 9, 10
STIS, 157, 162
strehl ratio, 107
SUBARU, 113
submm wavelengths, 220, 225
System Cycle Time, 57

T Tauri Stars, classical, 4, 106
T Tauri Stars, weak line, 5
Tatarsky, 52
TDRSS, 213
Telescope Pupil Function, 48
tilt indetermination, 62
tip–tilt correction, 108
Toroid, 228
transauroral lines, 35
triplet, 34
turbulence, 55

turbulence inner scale, 52
turbulence, frozen, 54
two photon continuum, 33

u,v plane, 198, 247, 248

Van Cittert-Zernicke theorem, 196
veiling, 5
VINCI, 245
VisCalc, 252
visibility, 194, 196, 210
VLA, 201, 206, 212, 214, 220
VLBA, 213
VLBI, 211–213
VLT, 245
VLTI, 225, 241, 245, 247, 248, 257
volume emission coefficient, 17
vortexes casade, 51
VSOP, 213

wavefront, abberation, 50
wavefront, aberration, 47, 50, 57
wavefront, computer, 46
wavefront, corrector, 46
wavefront, sensing, 58
wavefront, sensor, 46, 108
weighting of data, 206
WFC3, 158
WFPC2, 157
Wien’s law, 220
working surface, 161
WSRT, 212

X-ray, 174
X-ray variability, 181
X-wind, 6, 10
XEUS telescope, 166
XMM-Newton X-ray observatory, 174,

175, 184, 187

Young’s fringes, 69
Young’s slits, 194, 195, 197, 200, 203,

243
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